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Unchosen Experts Can Contribute Too: 

Unleashing MoE Models’ Power by Self-Contrast 
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 Background

Fig 1.An Illustration of MoE Models Fig 2.An Illustration of Routing Strategies
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 Motivation

• At the inference stage, only a small portion of trained experts are used.

• The potential of utilizing more experts during the inference stage to enhance MoE performance remain 

underexplored. 

Fig 3. Performance comparison between increasing the value of top-k and SCMoE.
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Fig 4. Heatmap of KLD between the output distribution of top-2 routing and different rank-k routing strategies

 Analysis
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Finding 1:

The overall next-token prediction 

capability gap between top-2 and 

rank-k routing.

Finding 2:

Differences between top-2 and 

rank-k routing in generating tokens 

for reasoning. 

Finding 3:

Predictions for function or 

punctuation words pose fewer 

challenges for rank-k routing.

 Analysis
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 Method

Fig 5. Illustration of our method——SCMoE
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 Method

Fig 5. Illustration of our method——SCMoE

strong activation weak activation



Unchosen Experts Can Contribute Too:  Unleashing MoE Models’ Power by Self-Contrast 

 Experimental Results

Our method (SCMoE) is effective across

four reasoning benchmarks and 

computationally lightweight.
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 Experimental Analysis

(1) Impact of Weak & Strong Activation

    By carefully selecting activation combinations, 

    we can achieve even better performance.

    (2) Combination with Self-Consistency

    SCMoE works as a decoding strategy and works well 

    with self-consistency.

    (3) Proportion of Unchosen Experts

    SCMoE can effectively utilize nearly 50% or more of 

unchosen experts.



Thank you :)
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