
Advancing Open-Set Domain Generalization Using
Evidential Bi-Level Hardest Domain Scheduler



Open Set Domain Generalization

• A joint challenge of the combination of open set recognition and domain 
generalization.

• The model is expected to generalize well on unseen domain while 
delivering low confidence score on the samples from unseen categories.

• Existing literatures have demonstrated that meta learning work well on the 
open set domain generalization challenge.



Limitation of Existing Meta Learning Approach

• The existing state of the art meta learning approach relies on sequential 
domain scheduler to achieve the data partition for the meta train and meta 
test stages. [Wang et al. ICCV2023]

• Question: Will an adaptive domain scheduler help to improve open-set 
domain generalization performance?



How to Achieve Adaptive Domain Scheduler?

• We designed a follower network which is jointly trained with the main 
network in a bilevel manner.

• The follower network shares the same model structure with the main 
network.

• The follower network is used to predict the domain reliability.

• We conduct the data partition for meta learning according to the domain 
with less reliability (hardest domain).



Max Rebiased Evidential Learning

• Evidential learning is effective to achieve better confidence calibration, 
however it is easy to get overfitting during the training.

• Solution: Max Rebiased Regularization.



Bilevel Optimization

• We jointly updated the parameters of the follower network and the main 
network using the following equation.



Hardest Domain Scheduler

• We thereby achieve the hardest domain scheduler using the following 
equation.



How to Use Data Partition in Meta Learning?



An Overview of the Performances

• Our approach achieve SOTA performances on three benchmarks for 
OSDG, i.e., PACS, DigitsDG, and OfficeHome.
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An Overview of the Performances

• Our approach shows good generalizability across different backbones on 
PACS dataset.
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