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Outline

● Background: Designing Transformer-like models via Sparse Rate Reduction (SRR)

● Key Investigations: 

○ Analysis of behaviors of self-attention operator

○ Correlation between learning objective SRR and generalization 

● Main Results: 

○ SRR measure can be a strong predictor of generalization, better than sharpness

○ SRR measure can incorporated as regularization for improved performance

● Takeaways



Background

White-box Transformer CRATE
[Yu et al. NeurIPS 2023]

Sparse Rate Reduction (SRR): 

Alternating Minimization:

minimize   

minimize   



Background

CRATE further introduces more parameters W at the expense of interpretability.

To differentiate, we refer to the theoretically-driven framework as CRATE-C(onceptual)



Pitfalls of Building CRATE-C

Given that MSSA operator is designed to 

minimize 𝑅𝑐(𝑍; 𝑈), it is supposed to decrease

monotonically as layer goes deeper. 

Does the operation really achieve its design goal?

❖ Empirically, No. We can show in an isolated 

toy experiment that the update actually yields 

a counterproductive effect.

❖ Theoretically, No. We can also reveal this 

derivation artifacts from the eigenvalue 

perspective (see slides later). 



Revisit and Interpret the Derivation

We first rewrite 𝑅𝑐 with eigenvalues 𝜆𝑖
𝑘 (𝑖 = 1,…𝑁) of 𝑰 + 𝛾 𝑼𝑘

𝑇𝒁
𝑇
𝑼𝑘
𝑇𝒁. Not that 𝜆𝑖

𝑘 ≥ 1. Then 

we show 𝑅𝑐 can be lower bounded by its Taylor expansions. 



Revisit and Interpret the Derivation

MSSA operator with skip connection is constructed by performing an approximation of 

gradient descent on 𝑅𝑐. 

Why this construction produces the opposite effect, i.e., increasing 𝑅𝑐 ? Only utilizing 
the second-order term of  its gradient !



Variants of CRATE

To implement the design purpose more faithfully, the sign before MSSA operator can be 

naturally reversed, performing ascent method. We name this framework CRATE-N(egative).

Can we further find a variant that performs competitively with CRATE without new 
parameters ? Well, a simple transpose could do (see experiments later). We term this one 
CRATE-T(ranspose).



Behaviors of Sparse Rate Reduction



Whether Sparse Rate Reduction Benefits Generalization?

So far, we have partially confirmed the validity of different implementations of 

transformer-like models. 

However, there are still some lingering questions 

● Whether this SRR objective is beneficial or principled for these models to generalize ?

● If so, how much is the benefit ?



Whether Sparse Rate Reduction Benefits Generalization?

We will explore its causal relationship to the generalization and adopt SRR as an empirical 

predictor of generalization (measure of complexity). 

Typically, a good measure should have the property where lower complexity should 

indicate smaller generalization gap. For example, the following is true if the measure 𝜇 is 

described by generalization bound. 

𝐿test − ෠𝐿train ≤
𝜇

𝑚



Correlation Analysis

Similar to [Jiang et al. ICLR 2020], we collected a set of models with varied hyper-

parameters trained until convergence and evaluated how well the generalization gap 

correlates with the measure.

Kendall’s rank-correlation coefficient: Range in [−1,1]. The close to one, the 

stronger the positive correlation. 



Correlation Analysis Results

Better predictive power than widely investigated flatness-based measure



Sparse Rate Reduction as Regularization

Since SRR measure enjoys a strong correlation to generalization, it is reasonable to 

incorporate it during training and optimize it with task-specific loss simultaneously, 

similar to sharpness-aware minimization [Foret et al. ICLR 2021] for improved 

generalization.

Well, the most straightforward way is through regularization.



Sparse Rate Reduction as Regularization Results

An efficient implementation at the last layer 

can already give consistent performance gain.

In fact, we also find that imposing regularization 

on first few layers performs best. Only as a proof-

of-concept for scalable depth here.



Takeaways

● SRR objective can be viewed as an energy function that is optimized in the forward pass 
of transformer-like models.

○ It almost monotonically decreases and hovers around the stationary point.

○ Behaviors persist across varied implementations.

● SRR objective could be a choice to design transformer-like models, but not necessarily 

principled. 

○ We demonstrate its positive and strong (by comparison) correlation with generalization.

○ More faithful instantiation does not necessarily give a better model.
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