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Model

Stochastic request 𝜃! ∈ [𝑘]: 
Deliver goods to places 

Action 𝑎! ∈ 𝐴 = 𝑚 ∪ {0}: 
Choose a way to deliver (𝐴"), or reject

Stochastic external factor 𝛾!: 
Affects the resource cost and reward

A warehouse

Resource inventory: 𝑩 = 𝝆 ⋅ 𝑇, 𝑛 resources

Consumes resources 𝒄(𝜃! , 𝑎! , 𝛾!), receives reward 𝑟(𝜃! , 𝑎! , 𝛾!). 

Goal: maximize total reward under 
the initial resource constraint!



Model

q Unknown distribution for request 𝜃 and external factor 𝛾!

q Information model: 

• [Full feedback.] Always learns 𝛾! after the round. 

• [Partial feedback.] Learns 𝛾! only when 𝑎! is not a reject.

Stochastic request 𝜃! ∈ [𝑘]: 
Deliver goods to places 

Stochastic external factor 𝛾!: 
Affects the resource cost and reward



Previous Methods

q Best-policy method [ADL16, …]
§ Pick the best policy in a UCB manner

§ An 𝑂 𝑚𝑇 log𝑛𝑇 regret

q Dual-update method [SSF23, …]
§ Lagrangian-based control with regression oracle

§ An 𝑂 𝑛𝑇 log𝑛𝑇 regret

q Work with bandit feedback, but under certain assumptions

q Our method: re-solving-based

• 𝑚: number of actions
• 𝑛: number of resources
• 𝑘: size of request space



Benchmarks

q Online optimum (𝑉"#) is hard 
to compute and analyze!

q Fluid optimum (𝑉$%): 
maximum expected reward 
under the expected resource 
constraint. Often used as the 
benchmark. 𝑉$% ≥ 𝑉"#. 

𝑉!" ≔ 𝑇 ⋅ max
#

𝔼$ )
%∈'!

𝔼( 𝑟 𝜃, 𝑎, 𝛾 𝜙 𝜃, 𝑎 ,

s. t. 𝔼$ )
%∈'!

𝔼( 𝒄 𝜃, 𝑎, 𝛾 𝜙 𝜃, 𝑎 ≤ 𝝆;

)
%∈'!

𝜙(𝜃, 𝑎) ≤ 1, ∀𝜃; 𝜙 𝜃, 𝑎 ≥ 0, ∀𝜃, 𝑎.

Theorem. When 𝑉$% has a unique and degenerate optimal solution, 
𝑉$% − 𝑉"# = Ω 𝑇 .



The Re-Solving Heuristic

q In each round 𝑡: 
§ Solve the approximated fluid optimum 9𝐽 𝝆! with respect to the 

remaining average resource constraint 𝝆! and estimated distributions 
of the request and external factor, and obtain ;𝜙!. 

§ Observe 𝜃!, and act according to the distribution ;𝜙!(𝜃! ,⋅). 
§ Update estimated distributions according to the observation. 

=𝐽 𝝆) ≔ 𝑇 ⋅ max
*#"

𝔼$ )
%∈'!

𝔼( 𝑟 𝜃, 𝑎, 𝛾 ?𝜙) 𝜃, 𝑎 ,

s. t. 𝔼$ )
%∈'!

𝔼( 𝒄 𝜃, 𝑎, 𝛾 ?𝜙) 𝜃, 𝑎 ≤ 𝝆); )
%∈'!

?𝜙) 𝜃, 𝑎 ≤ 1, ∀𝜃; ?𝜙) 𝜃, 𝑎 ≥ 0, ∀𝜃, 𝑎.



The Re-Solving Heuristic -- Guarantee

q Fluid program has a unique and non-degenerate solution

q Stability factor 𝐷: 𝐿& distance of the fluid program to any 
program with non-unique or degenerate solution(s).

§ Full feedback: 𝑂 '!()
*! gap to the fluid optimum. 

§ Partial feedback: 𝑂 '!()(+,- .
*! gap to the fluid optimum. 



The Re-Solving Heuristic -- Guarantee

q No assumption on the fluid program

§ Full feedback: 𝑂 𝑘 𝑇 log 𝑇 + 𝑛 gap to the fluid optimum. 

§ Partial feedback: 𝑂 𝑘 𝑇 log 𝑇 + 𝑛 gap to the fluid optimum. 

q Can be generalized to continuous randomness

§ With non-parameterized estimation methods



Numerical Validations
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