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Generalized-linear dynamical models are useful for modeling time-series

Most existing GLDM models and their associated learning algorithms only model a single source.

Some applications require joint modeling of two generalized-linear time-series.

𝒙𝑘+1 = 𝑨𝒙𝑘 +𝒘𝑘

𝒓𝑘 = 𝑪𝒓𝒙𝑘 + 𝒗𝑘 + 𝑏
Gaussian observations

𝒚𝑘|𝒓𝑘 ∼ 𝑃𝑜𝑖𝑠𝑠𝑜𝑛(exp 𝒓𝑘 )
Poisson observations

𝒚𝑘|𝒓𝑘 ∼ 𝐵𝑒𝑟𝑛(sigmoid 𝒓𝑘 )
Bernoulli observations

Latent dynamical process



Joint GL time-series have shared and private dynamics

PGLDM (prioritized generalized-linear dynamical modeling): a multi-step, subspace 

identification algorithm for explicitly modeling shared vs private dynamics between two 

generalized-linear time-series



Partition dynamics using a block-structure latent model definition

Block-structured Latent Dynamical Model
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PGLDM multi-stage learning dissociates shared from private dynamics

Stage 1. Given shared latent dimensionality 𝑛1, secondary projection 𝒛 future, and primary projection 𝒓
past: learn the shared dynamics.

Future 𝒁𝒇
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PGLDM multi-stage learning dissociates shared from private dynamics
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Future 𝑹𝒇

Stage 2. Given private latent dimensionality 𝑛2 and primary projection 𝒓
future and past: learn the dynamics private to 𝒓.

Stage 3. Given private latent dimensionality 𝑛3 and secondary projection 𝒛 future and past: learn the 

dynamics private to 𝒛, {𝑨𝟑𝟑, 𝑪𝒛
𝟑
}.
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Past 𝑹𝒑



Extending to the generalized-linear case using moment conversion

Algorithm relies on cross-covariances between future and past 

intermediate linear observations 𝒓 and 𝒛

Buesing et al., NeurIPS, 2012  

Empirically computable 

future-past cross-covariances

(ex: 𝒀𝑓𝒀𝑝
𝑇 )

Transformation 
of Moments

Instead, primary and secondary generalized-linear time-series 

𝒚 and 𝒕 (potentially discrete) are observed

How can future-past cross-covariances 𝑯𝒛𝒓 = 𝒁𝑓𝑹𝑝
𝑇 and 𝑯𝒓 = 𝑹𝑓𝑹𝑝

𝑇

be computed?

𝒓 and 𝒛 are latent in the generalized-linear case
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Shared dynamics identified more accurately in simulations

Normalied 

eigenvalue error

|| ෡𝑀 − 𝑀 ||2
||𝑀||2

PGLDM more accurately identified shared modes across most generalized-linear observation pairs



Modeling shared dynamics improves secondary time-series decoding performance

Gaussian secondary time-series 𝒛𝑘

O’Doherty et al., doi: 10.5281/zenodo.583331

Poisson primary time-series 𝒚𝑘



Conclusions

• We developed and validated PGLDM, a novel analytical subspace 

identification algorithm for explicitly modeling shared vs private 

dynamics between two generalized-linear time-series

• Because PGLDM more accurately dissociated shared from private 

dynamics, models learned by PGLDM more accurately decoded a 

secondary time-series from a primary time-series using lower-

dimensional latent models 

• We also demonstrated that PGLDM can be used with any 

combination of generalized-linear observation pairs -- as long as 

there exists computationally tractable moment conversion equations
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