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Introduction to Backdoor Attack and Backdoor Defense

Backdoor Attack

Post-training Backdoor Defense



The whole pipeline

Motivation: While existing backdoor defense strategies have shown promising performance on reducing 
attack success rates, can we confidently claim that the backdoor threat has truly been eliminated from the 
model?

Backdoor attack model           Backdoor defense model        Clean model
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Backdoor existence coefficient ( BEC )

Conclusion: the original backdoors just lie dormant 
rather than being eliminated in defense models.

Calculated through the following three steps:
• Backdoor neuron identification

• Backdoor effect similarity metric

• Backdoor existence coefficient computation

Backdoor existence coefficient VS backdoor 
activation rate across different models.



Backdoor re-activation attack under three different scenarios

• White-box setting:

• Black-box setting : Universal Square Attack

• Transfer-based attack setting :
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Main Experiments

Tasks: image classification task and multimodal contrastive learning tasks.
Datasets: CIFAR-10, Tiny ImageNet, GTSRB, CC3M, ImageNet-1K.
Models: PreAct-ResNet18, VGG19-BN, CLIP model.



Effectiveness of attacks on CLIP models.

Performance (%) of our attack on both white-box (WBA) and transfer-based (TA) attacks 
with ℓ ∞ -norm bound ρ = 0.05 against different defenses with ImageNet1K on CLIP. Best 
results are highlighted in boldface.



Visualization analysis

a. Backdoors exist across defense models, albeit with low ASR.

b. There is a strong correlation between ASR and BEC. 

c. The defense model and backdoored model exhibit similar feature maps.



Comparison among OBA, RBA, and gUAA

• Backdoor activation mechanisms between RBA and OBA are highly similar, and both differ significantly 
from that of gUAA.

• Starting from the original trigger ξ , it is easier and faster to find a new trigger ξ ʹ that achieves a high 
attack success rate (ASR).

• Compared to ∆, both the original trigger ξ and the new trigger ξ ʹ are more robust to random noise.



Thanks!

• For more details and results, please refer to the paper: https://openreview.net/pdf?id=E2odGznGim
• Our Code is available at: https://github.com/JulieCarlon/Backdoor-Reactivation-Attack

PAPER CODE


