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Mixed Time Series
Ø Mixed Time Series encompass both continuous variables (CVs) and discrete variables (DVs) are

frequently encountered in practice, e.g., finance, health care, industry, weather.

Ø Due to external factors, many intrinsically continuous signals are often recorded with discrete

forms, e.g., meteorological data, stock returns, and health states.
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Ø The discrepancies in temporal variation properties and distribution types
between CVs and DVs cause Spatial-Temporal heterogeneity challenge.
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Insights and Motivations

External interference factors

Latent Continuous Variables

Observed Discrete VariablesObserved Continuous Variables
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🌟 Key insights:
1) DVs may originate from intrinsic latent continuous variables (LCVs), which lose fine-grained 

information due to extrinsic discretization;

2) LCVs and CVs share similar temporal patterns and interact spatially. 

Ø (Temporal Similarity): The LCVs 

share similar temporal variation 

patterns with the observed CVs .

Ø (Spatial Interaction): LCVs and CVs 

exhibit information interaction and 

inter-variable spatial correlations. 



Latent Continuity Recovery

🤔 How to restore/map a discrete value point with a value of {0 or 

1} to a [0~1] continuous value ❓
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Latent Continuity Recovery

• Natural autocorrelation /temporal 

adjacency properties of time series
• Model’s inductive bias
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MiTSformer
🚀 Network Module:
p Latent Continuity Recovery: adaptively and hierarchically aggregating multi-scale adjacent

context information, facilitating to recover the LCVs for DVs.

p Spatial-Temporal Attention: Captures complete and balanced spatial-temporal dependencies

within and across LCVs and CVs via cascaded self-attention and cross-attention blocks



MiTSformer

p Latent Continuity Recovery: Inspired by

auto-correlation nature, we adopt residual

dilated CNNs to adaptively and

hierarchically aggregate multi-scale

adjacent context information, facilitating

to recover the LCVs for DVs.



MiTSformer

p Spatial-Temporal Attention Blocks: Captures complete and balanced spatial-temporal dependencies

within and across LCVs and CVs via cascaded self-attention and cross-attention blocks, respectively.



MiTSformer
Learning Objectives:
ü Temporal Adjacent Smoothness Constraint of LCVs

ü Adversarial Variable-Modality Discrimination 

ü Self-Reconstruction of DVs and CVs

ü Task- Supervision (e.g., cross-entropy loss)



Pipeline: Classification



Pipeline: Extrinsic Regression



Pipeline: Imputation



Pipeline: Long-term Forecasting



Pipeline: Anomaly Detection



Experiments



Experiments
MiTSformer establishes SOTA performance

on five mixed time series analysis tasks:

ü Classification,

ü Extrinsic regression

ü Imputation

ü Anomaly detection

ü Long-term forecasting Anomaly Detection (F1-score)

Classification (avg. Acc) Extrinsic Regression (avg. MAE)



Experiments

Imputation (avg. missing rate of 12.5%,25%,37.5%,50% )

Long-term Forecasting (avg. horizon of 96,192,336,720 )

MiTSformer establishes SOTA

performance on five mixed time 

series analysis tasks:

ü Classification,

ü Extrinsic regression

ü Imputation

ü Anomaly detection

ü Long-term forecasting



Visualization

MiTSformer accurately recovers the LCVs for DVs under the guidance of CVs.
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Computational Efficiency

MiTSformer maintains great performance and efficiency against most advanced baselines.



Computational Efficiency
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Hyperparameter Sensitivity

MiTSformer is quite robust to hyper-parameters: (1). the weights of loss items and (2).
model capacity. 

Sensitivity of loss weights

Sensitivity of model capacity
(layer number and d_model)



Resources

WeChatCode & DataPaper

https://github.com/chunhuiz/MiTSformer


