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Background

• GNNs learn from graph-structured data

• Training GNNs → message passing on input graph

Image from: D. Grattarola, “Graph Deep Learning” (2021). https://danielegrattarola.github.io/files/talks/2021-03-01-USI_GDL_GNNs.pdf
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Over-squashing

Bottlenecks obstruct the flow of information during message passing

Bottleneck

Spectral gap: 𝜆1 − 𝜆0 (= 𝜆1)

Normalized Laplacian: 𝐿𝐺 = 𝐼 − 𝐷−1/2𝐴 𝐷−1/2

Small spectral gap ≡ bottlenecks
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Image: On the Bottleneck of Graph Neural 
Networks and its Practical Implications



Do we need to balance over-squashing and over-smoothing?

Trade-off?

No bottleneck!

Over-squashing! Over-smoothing?

Bottleneck

4



Adding this extra road 
causes delays (Braess, 1968)

Braess Paradox
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• Not all edge additions increase 
connectivity

• Not all edge deletions decrease 
connectivity

(Eldan et al., 2017) ⇒ there is a Braess
Paradox for the spectral gap of the 
normalized Laplacian

We can 
1. DELETE edges
2. INCREASE λ1 

(mitigating over-squashing)



Existence proof / Counterexample
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1. The spectral gap increases (helping over-squashing) 

2. The order of smoothing decreases (plot →)

− Also in real-world datasets (Texas plot ⭨)



Two criteria for rewiring
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Calculating the spectral gap is costly. Two suggestions:

1. Eldan’s sufficient criterion for the Braess paradox.

2. Proxy given by Matrix Perturbation theory (O(1)!)



Quality of approximation and runtime
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Approximation compared to full calculation (black dots):

Seconds compared to other literature:



We outperform baselines
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• Benchmarks for over-squashing and over-smoothing



Results for Graph Lottery Tickets
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GLTs• Connecting fields with 
different objectives

• Deleting edges fights both 
challenges, explaining success of GLT



Summary
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• Over-squashing and Over-smoothing not a trade-off. Can be mitigated 
simultaneously.

• We leverage Braess paradox to show deleting edges can also help alleviate 
over-squashing and slow down the rate of detrimental over-smoothing.

• We propose a computationally friendly spectral gap optimization scheme 
to rewire graphs.

• Additonally, as a bonus application we show our proposal can help identify 
graph lottery tickets!
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