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Motivation: Storage Overhead in Cloud

  heavy storage overhead for cloud providers such as HuggingFace.

  key pain point --- full fine-tuned models.

  premise --- protect users’ intellectual property of users (i.e., no changes to models)
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Finding: Small Delta
 Empirical analysis: a small difference (delta) between most fine-tuned and pre-trained 

models stored in cloud.

• High model cosine 
similarity

• Small element 
difference 10-4-100 

• Average difference 
grows slow over fine-
tuning.



Finding: Small Delta
 Theoretical analysis:  delta grows slowly as the number of fine-tuning steps T increases.



Method: FM-Delta

Step 1. Mapping Float into Integer for 
Delta: 

map floating-points into unsigned integers, 
and performs integer subtraction.

[−231 , 231) [0 , 232) 



Method: FM-Delta

Step 2. Compression with Range Coding: 

 Symbolization: <sign s, most significant bit k> of int delta as symbols.

 Probability Model: a quasi-static probability modeler to termly update symbol frequencies.

 Encoding: the symbols with the raw bits on all delta elements through range scaling.

Decoding: map the encoded value back to the original symbol range --> reverse-mapping delta --> 
original float fine-tuned model



Results: Compression Rate



Results: Cloud Cost Analysis

• regard model download as a binomial distribution 

k represents the number of concurrent download requests in a given minute.

Goal: maximize loadable models n,  s.t.

100% storage   vs.   50% storage + server purchase fee  40% cost reduction

Is the cost of decompressing models lower than storing them uncompressed in the cloud?



Thank you!

Feel free to contact me: ningwanyi@bupt.edu.cn


