


Motivation and Contribution
Motivation

‐ A Domain-aware FIT baseline (DoFIT-base):                    
finely aggregates overlapping important weights across 
domains to reduce interference. 

‐ DoFIT with a new initialization strategy:                          
incorporates inter-domain information into a 
less-conflicted parameter space to retain more domain 
information.

Contribution

‐ Existing Federated Instruction Tuning (FIT) methods 
handle client-aware data heterogeneity, while ignoring 
domain-aware data heterogeneity.

‐ FIT: domain-information catastrophic forgetting problem. 
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Conclusion

❏ We introduced a novel Domain-aware Federated Instruction Tuning (DoFIT) framework towards collaborative 
training on more datasets in relevant domains for boosting the performance of individual domains.

❏ For aggregation, we first normally aggregate domain-specific information on the intra-domain server side, and 
then aggregate overlapping domain-agnostic information on the inter-domain server side, excluding the 
interference information. 

❏ For initialization, we add a proximal perturbation from interdomain information to the original modules, rather 
than directly overwritten them.

❏ Comprehensive experimental results on Finance, Medical, and General domains demonstrate the effectiveness of 
the proposed DoFIT method, compared to conventional FIT.
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