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Abstract

Recent advancements in Text-to-Image models have raised significant safety concerns about their potential misuse for generating

inappropriate or Not-Safe-For-Work contents, despite existing countermeasures such as NSFW classifiers or model fine-tuning

for inappropriate concept removal. Addressing this challenge, our study unveils GuardT2I, a novel moderation framework that

adopts a generative approach to enhance Text-to-Image models’ robustness against adversarial prompts. Instead of making a binary

classification, GuardT2Iutilizes a large language model to conditionally transform text guidance embeddings within the Text-to-Image

models into natural language for effective adversarial prompt detection, without compromising the models’ inherent performance.

Our extensive experiments reveal that GuardT2Ioutperforms leading commercial solutions like OpenAI-Moderation and Microsoft

Azure Moderator by a significant margin across diverse adversarial scenarios. Our framework is available at https://github.com/
cure-lab/GuardT2I.
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Figure 1. Overview of GuardT2I. GuardT2I can effectively halt the generation process of adversarial prompts to avoid NSFW generations, without

compromising normal prompts or increasing inference time.
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Figure 2. The Workflow of GuardT2Iagainst Adversarial Prompts. (a) GuardT2Ihalts the generation process of adversarial prompts. (b)Within GuardT2I, the

translates the latent guidance embedding e into natural language, accurately reflecting the user’s intent. (c) A double-folded generation parse detects

adversarial prompts. The Verbalizer identifies NSFW content through sensitive word analysis, and the Sentence Similarity Checker flags prompts with

interpretations that significantly dissimilar to the inputs. (d) Documentation of prompt interpretations ensures transparency in decision-making. 72 aims to

avoid offenses.
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Figure 3. Architecture of c·LLM.
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Figure 4. Workflow of Sentence Similarity Checker.

Experiments

Table 1. Black-box attack results on Midjounery and Leonardo.Ai. The bypass rate indicates

the # adv. prompts that can evade the AI moderator divided by the total # prompts.

NSFW Theme Adult Bloody Horror Racism Politics Notable

# adv. prompt 50 30 90 30 50 50

Bypass rate 22.00 55.33 70.00 63.33 66.00 100

ASR-4 (%) 18.00 50.00 58.73 15.79 63.63 48.57

M
id
j.

Overall ASR-4 3.96 27.67 41.11 10.00 42.00 48.57

Bypass rate 64.00 100 100 100 100 100

ASR-4 (%) 59.38 86.67 85.56 73.33 88.00 58.00

L
e
o
n
.

Overall ASR-4 38.00 86.67 85.56 73.33 88.00 58.00

Table 2. Adversarial image performance on T2I models

equipped with safety-checker under white-box and

black-box setting.

Natural Prompt Adv. Prompt
Model

ASR-4 ASR-1 ASR-4 ASR-1

SafeChecker 88.52 78.69 85.48 75.52

MHSC 30.91 23.64 29.09 22.45

Q16 20.00 15.45 20.00 13.36

Qualitative Results of MMA-Diffusion
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Figure 5. Attacks on Midjourney and Leonardo.Ai. The words in red color are NSFWwords that MMA-Diffusion avoids.
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Figure 6. TheWorkflow of GuardT2I against Adversarial Prompts. (a) GuardT2I halts the generation process of adversarial prompts. (b)Within GuardT2I, the

c·LLM translates the latent guidance embedding e into natural language, accurately reflecting the user’s intent. (c) A double-folded generation parse detects
adversarial prompts. The Verbalizer identifies NSFW content through sensitive word analysis, and the Sentence Similarity Checker flags prompts with

interpretations that significantly dissimilar to the inputs. (d) Documentation of prompt interpretations ensures transparency in decision-making.
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