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First: verbalize environment Train time: train small feedback model by imitating Test time: imitate productive behaviour identified
foundation model using 1000s of samples by language feedback model

verbalization

Instruction Action Verbalized Observation e o
straight ahead

Turn so the scaffolding is on your left and go with the Behind you, you see: a white jeep, a large red brick

flow of traffic to the next corner and turn right. When building, the scaffolding, two trees, the next corner. E m b O d i e d Age n t C r i t i q u e F O u n d a t I 0 n

you turn there are orange cones in the road to go To your left, you see: a large red brick building, the next
through on both sides. Keep going, through the first... corner. Straight ahead, you see: that building, a large re... | I | O d e |

Imitate Feedback Model

Embodied Agent Critique Language

Agent Prompt
Task: Your task 1s to grow a apple. This will require growilng
several plants, and them being crosspollinated to produce
fruit..
Obs: This room 1s called the green house. In 1t, you see:

a flower pot 3, a bee hive. The bee hive door i1s closed..
T-1: You move to the green house.
T-2: The door is already open..
Action: move apple seed (in seed jar, in inventory, in agent, Language Feedback Model
1n green house) to flower pot 3 (1n green house)

Example: identifying productive behaviour for imitation

Comparison to other learning to plan Sample-efficient test-time adaptation to 3 different envs Next: how to learn from open language feedback?

Imitation learning Task success rate Feedback Prompt

80 ' j . :
+good performance *Flan T5 large base model (770M) You W1lllbe shown a playthrough for solving a task. Task: put two
. candles 1n the drawer.

- step-by-step annotation 70

+ GPT4 teacher |
Before: you open drawer 6. Drawer 6 1s open..

Reinforcement learning 60
+ no step-wise annotation 50
- many trials for long horizon tasks w/ sparse
rewards 40

_ 30
Learning from human language feedback
+ easy to annotate 20
- expensive human intervention 10

O - I

Instruction: clean some lettuce and put them in the fridge

Step 22 - Your action..

First, 1s the player on the right track to solving the task? If so,
list the helpful steps and why.. Next, under heading #Summary,
summarilize 1n one sentence what the player is doing at a high level.
Finally, under heading #Improvement, describe how the player can
improve their strategy to solve the task.

Language feedback

- Step 28: The player locates the candles by arriving at countertop
1, where a candle is available.

- Step 29: The player successfully takes candle 3 from countertop
1, demonstrating the ability to collect items..

Step 21 - Your action: close drawer 6. Result: You closed drawer..

Learning from language feedback models [ | | |
+ no human annotation necessary (few LLM ALFWorld: chores in 3D ScienceWorld: Science  Touchdown: Google i?e player j':'s searching the drawers, trying to find candles around.
mprovemen

annotations) house experimentsin text env StreetView navigation e elleser cewm Smemave e simenicer

+ few trials required (lOkS instead of 1|V|S) B GPT4 zeroshot ®MDemos M®LFMontrain B LFM on test - not closing drawers unnecessarily..



