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Main contributions
New research problem: Noisy Rationales
We investigate the problem of noisy rationales
in the prevailing chain-of-thought prompting 

New benchmark: NoRa
We construct the NoRa dataset and
systematically evaluate the robustness of LLMs

New algorithm: CD-CoT
We design a simple yet effective method to
enhance robustness via contrastive denoising
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Background: language model reasoning
In-context learning (ICL) is commonly used in large language models (LLMs)
• enable LLMs to learn from a few examples without fine-tuning

Question: In base-9, what is 62+58?
Zero-shot Input

Question-1: In base-9, what is 86+57? Answer-1: 154.
Question-2: In base-9, what is 63+34? Answer-2: 107.
Question-3: In base-9, what is 31+58? Answer-3: 100.
Question: In base-9, what is 62+58?

Input: ICL with three examples

👍
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Background: language model reasoning
In-context learning (ICL) is commonly used in large language models (LLMs)
• enable LLMs to learn from a few examples without fine-tuning

Question: In base-9, what is 62+58?
Zero-shot Input

Question-1: In base-9, what is 86+57? Answer-1: 154.
Question-2: In base-9, what is 63+34? Answer-2: 107.
Question-3: In base-9, what is 31+58? Answer-3: 100.
Question: In base-9, what is 62+58?

Input: ICL with three examples

Prevailing in ICL, Chain of thought (CoT) prompting boost model reasoning
• CoT includes rationales, i.e., sequential reasoning thoughts to solve a question

Question-1: In base-9, what is 86+57? Answer-1: 154.
Question-2: In base-9, what is 63+34? Answer-2: 107.
Question-3: In base-9, what is 31+58? Answer-3: 100.
Question: In base-9, what is 62+58?

Input: ICL with three examples

Question-1: In base-9, what is 86+57?
Rationale-1: In base-9, the digits are “012345678”. We have 6 + 7 = 13 in base-10. 
Since we‘re in base-9, that exceeds the maximum value of 8 for a single digit. 13 mod 
9 = 4, so the digit is 4 and the carry is 1. We have 8 + 5 + 1 = 14 in base 10. 14 mod 9 = 
5, so the digit is 5 and the carry is 1. A leading digit 1. So the answer is 154.
Answer-1: 154.
…Q2, R2, A2, Q3, R3, A3 …
Question : In base-9, what is 62+58?

Input: CoT with rationales

👍
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New research problem: Noisy Rationales
Existing work generally assume that CoT contains clean rationales
But, what if CoT contains noisy rationales?🤔
• noisy rationales include irrelevant or inaccurate thoughts

the irrelevant base-10 information is included in rationale

while the test question asks about base-9 calculation

Question-1: In base-9, what is 86+57?
Rationale-1: In base-9, the digits are “012345678”. We have 6 + 7 = 13 in base-10. 
Since we‘re in base-9, that exceeds the maximum value of 8 for a single digit. 13 mod 
9 = 4, so the digit is 4 and the carry is 1. We have 8 + 5 + 1 = 14 in base 10. 14 mod 9 = 
5, so the digit is 5 and the carry is 1. A leading digit 1. So the answer is 154.
Answer-1: 154.
…Q2, R2, A2, Q3, R3, A3 …
Question : In base-9, what is 62+58?

Input: CoT with clean rationales
Question-1 (Q1): In base-9, what is 86+57? 
Rationale-1 (R1): In base-9, the digits are  “012345678”.  We have 6 + 7 = 13 in base-
10. 13 + 8 = 21. Since we're in base-9, that exceeds the maximum value of 8 for a 
single digit.13 mod 9 = 4, so the digit is 4 and the carry is 1. We have 8 + 5 + 1 = 14 in 
base 10. 14 mod 9 = 5, so the digit is 5 and the carry is 1. 5 + 9 = 14. A leading digit is 1. 
So the answer is 154.
Answer-1 (A1): 154.
…Q2, R2, A2, Q3, R3, A3 …
Test Question: In base-9, what is 62+58?

Input: CoT with noisy rationales
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New research problem: Noisy Rationales

Noisy rationales originate from diverse sources (see Appendix C for details)

• such as crowdsourced platforms, dialogue systems, and AI-generated data

However, the robustness of LLMs against noisy rationales is still unknown
• a new dataset is needed to conduct a systematic evaluation of current LLMs 
• and verify the corresponding countermeasures against noisy rationales

Crowdsourced Platforms

Dialogue Systems

AI-generated Data Noisy
Rationales

LLM 
Reasoning

Sources of noisy rationales Recent news on noisy data

Garbage in, Garbage out

Recent investigations on noisy data
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New benchmark: NoRa
NoRa (Noisy Rationales)
• a comprehensive testbed to evaluate the robustness against noisy rationales
• contains 26391 questions and 5 subtasks
• covering 3 types of reasoning tasks: mathematical, symbolic, and commonsense

9



New benchmark: NoRa

Definitions
• Irrelevant thoughts are irrelevant to the given context

• e.g., discussing the genetic overlap of siblings when the task is to deduce family roles

• Inaccurate thoughts are factual errors in the given context
• e.g., "5+5=10" is wrong in base-9 calculation

Benchmark construction
• generating noisy rationales by inserting irrelevant or inaccurate thoughts 
• guarantee the overall correctness without modifying the question or answer
• control the reasoning difficulty through different noise ratios (0.3, 0.5, 0.8)

10
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Empirical evaluations on NoRa
Grand observation: The base LLM (GPT-3.5) with all the existing methods is severely affected by noisy rationales
• a 0.2%-25.3% decrease with irrelevant noise
• a 0.1%-54.0% decrease with inaccurate noise (compared with clean rationales)

Observation 1:
self-correction 
methods perform 
poorly on most tasks 
with noisy rationales

Observation 2:
self-consistency 
methods can improve 
robustness without 
true denoising

12



Empirical evaluations on NoRa

Observation 3:
Adjusting model temperature 
can improve reasoning 
under noisy rationales

Observation 4:
Prompting with more noisy 
examples boosts reasoning 
accuracy on most tasks

Observation 5:
Different LLMs are 
generally vulnerable 
to noisy rationales

13



Empirical evaluations on NoRa
We further explore the mapping among questions, rationales, and answers
Specifically, given the 3-shot examples x!, 𝒯!, 𝑦! , x", 𝒯", 𝑦" , x#, 𝒯#, 𝑦# , we test three configurations:
• shuffle questions x!, 𝒯#, 𝑦# , x", 𝒯!, 𝑦! , x#, 𝒯", 𝑦"
• shuffle rationales x!, 𝒯#, 𝑦! , x", 𝒯!, 𝑦" , x#, 𝒯", 𝑦#
• shuffle answers x!, 𝒯!, 𝑦# , x", 𝒯", 𝑦! , x#, 𝒯#, 𝑦"

Observation 6: Shuffling the mappings of prompting examples degenerates the 
reasoning but still performs better than without prompting.
Besides, LLMs are less vulnerable to shuffled mappings than noisy rationales. 
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New algorithm: CD-CoT

Motivation
• Current LLMs cannot denoise well with their intrinsic denoising ability
• even enhanced with self-correction / self-consistency methods

• External supervision is necessary for enhancement
• which should be sufficient for denoising and accessible in practice

• A clean CoT demonstration can be the minimal requirement 
• for denoising-purpose prompting
• which is much more practical than existing methods requiring external supervision

16



Self-denoising: 
• It is hard for LLMs to denoise noisy data without guidance

Contrastive denoising:
• It is easier for LLMs to denoise by contrasting noisy and clean data

New algorithm: CD-CoT

self-denoising

noisy data

contrastive
denoising clean data

prompted
clean data

…

noisy data

…

noisy data

… …

wrong denoising

correct denoising

unidentified noise

contradict

contradict

✅

❌
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New algorithm: CD-CoT
Contrastive Denoising with Noisy Chain-of-thought (CD-CoT)
• assume that LLMs can identify noisy thoughts 

• by contrasting a pair of noisy and clean rationales (similar to contrastive learning)

18



New algorithm: CD-CoT
Contrastive Denoising with Noisy Chain-of-thought (CD-CoT)
• assume that LLMs can identify noisy thoughts 

• by contrasting a pair of noisy and clean rationales (similar to contrastive learning)

• design principle: exploration and exploitation
• rephrasing and selecting rationales in the input space to conduct explicit denoising (steps 1&2)
• exploring diverse reasoning paths and voting on answers in the output space (steps 3&4)

19



• Step-1: rephrase the noisy rationales via contrastive denoising
• Step-2: select rephrased examples with the same answers (unchanged)

!𝒯!"

!𝒯!#

!𝒯!$
…

LLM Rephrasing

Clean example:

i-th Noisy example:

𝑥! 𝒯! 𝑦!

𝑥% 𝒯% 𝑦%

Contrast

…

Step1.Rationale Rephrasing (1toN)

Rephrased
Rationales

Rephrased
Answers

%𝑦!"

%𝑦!#

%𝑦!$



• Step-1: rephrase the noisy rationales via contrastive denoising
• Step-2: select rephrased examples with the same answers (unchanged)

!𝒯!"

!𝒯!$
…

LLM Rephrasing

Clean example:

i-th Noisy example:

𝑥! 𝒯! 𝑦!

𝑥% 𝒯% 𝑦%

Contrast %𝑦!"

%𝑦!$
…

𝑦!

Same
Answer?

Step2.Rationale Selection (NtoM)Step1.Rationale Rephrasing (1toN)

Rephrased
Rationales

Rephrased
Answers

!𝒯!# %𝑦!#



• Step-1: rephrase the noisy rationales via contrastive denoising
• Step-2: select rephrased examples with the same answers (unchanged)

!𝒯!"

!𝒯!#

!𝒯!$
…

LLM Rephrasing !𝒯!"

!𝒯!&

Clean example:

i-th Noisy example:

𝑥! 𝒯! 𝑦!

𝑥% 𝒯% 𝑦%

Contrast %𝑦!"

%𝑦!#

%𝑦!$
…

𝑦!

Same
Answer?

Step2.Rationale Selection (NtoM)Step1.Rationale Rephrasing (1toN)

Rephrased
Rationales

Rephrased
Answers

!𝒯!#

…



• Step-3: fully utilize the rephrased examples for deliberate reasoning
• Step-4: vote all the answers equally to get the final answer

!𝒯"" !𝒯"&

!𝒯'" !𝒯'&

𝑥' !𝒯'" 𝑦'…

…

…

…

𝑥()*(

𝑥' !𝒯'& 𝑦'

… …

…

1-th input

M-th input 𝑦#

K⋅M Rephrased 
Rationales

LLM
Reasoning

⊕

𝑦+

𝑥" !𝒯"& 𝑦"

… …

𝑥" !𝒯"" 𝑦"
𝑦"

…

Step3.Rationale Exploration (MtoD)

Allocate

Allocate

𝑥%⊕

concat



• Step-3: fully utilize the rephrased examples for deliberate reasoning
• Step-4: vote all the answers equally to get the final answer

!𝒯"" !𝒯"&

!𝒯'" !𝒯'&

𝑥' !𝒯'" 𝑦'…

…

…

…

𝑥()*(

𝑥' !𝒯'& 𝑦'

… …

…

1-th input

M-th input 𝑦#

K⋅M Rephrased 
Rationales

LLM
Reasoning

⊕

𝑦+

𝑦𝑥" !𝒯"& 𝑦"

… …

𝑥" !𝒯"" 𝑦"
𝑦"

…

Step4.AnswerVoting (Dto1)Step3.Rationale Exploration (MtoD)

Allocate

Allocate

𝑥%⊕

concat



New algorithm
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Empirical evaluations of CD-CoT

Observation 7: CD-CoT presents a 
significant performance 
improvement across all datasets, 
with an average improvement of 
17.8% compared with the base 
model under noisy settings.

Observation 8: CD-CoT displays 
remarkable resistance to the 
magnitude of noise, especially in
the challenging mathematical tasks.
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Empirical evaluations of CD-CoT

Observation 11:
An ablation study of components in Appendix F.3 
demonstrates the denoising power and performance gain of 
CD-CoT, attributed to its contrastive denoising with rationale 
rephrasing and repeated reasoning with voting components.

Observation 9:
The clean CoT demonstration plays a pivotal role in CD-CoT.

Observation 10:
The accuracy exhibits subtle variations when employing 
different algorithm instances. We set M = 2 to strike a balance
of efficiency and effectiveness.
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Empirical evaluations of CD-CoT

Observation 12:
CD-CoT generalizes well across different LLMs. It 
respectively achieves increases of 23.4% and 21.6% 
in accuracy compared to base models (GPT-3.5-turbo 
and Gemini-Pro) and surpasses all the baselines.
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Observation 13: CD-CoT effectively removes noisy thoughts 
and ensures format alignment with the original rationale.

New algorithm: CD-CoT - Evaluations
Comparison of rephrased rationales by different reasoning methods

✅

❌

❌

❌

30



Outline

• Background: language model reasoning
• New research problem: Noisy Rationales
• New benchmark: NoRa
• New algorithm: CD-CoT
• Take home messages
• Future directions



Take home messages

We investigate the under-explored problem of noisy rationales

• we introduce NoRa dataset to evaluate LLMs against noisy rationales

• we show the general vulnerability LLMs to noisy rationales

• and is inadequately mitigated by existing robust methods

• we design CD-CoT to enhance the robustness via contrastive denoising
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Future directions

• Knowledge-enhanced denoising within a retrieval-augmented framework

• Robust inductive reasoning to extract rules from noisy examples

• Generalization to out-of-distribution noisy scenarios

• Expanding the NoRa dataset to include multi-modal scenarios, e.g., visual data,

for a more comprehensive understanding of the robustness of foundation models

• Theoretical analysis of noisy ICL for deeper insights into the noisy rationales

33



Thanks you!

Zhanke Zhou
cszkzhou@comp.hkbu.edu.hk


