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Main contributions

New research problem: Noisy Rationales

We investigate the problem of noisy rationales —

in the prevailing chain-of-thought prompting

New benchmark: NoRa
We construct the NoRa dataset and
systematically evaluate the robustness of LLMs

New algorithm: CD-CoT
We design a simple yet effective method to
enhance robustness via contrastive denoising

->

Input with Noisy Questions

Question-1 (Q1): In base-9, what is 86+57?
We know 6+6=12 and 3+7=10 in base 10.
Rationale-1 (R1): In base-9, the digits are
“012345678”. We have 6 + 7 =13 in base-
10. Since we‘re in base-9, that exceeds the
maximum value of 8 for a single digit. 13
mod 9 =4, so the digit is 4 and the carry is
1. We have 8 + 5 + 1 = 14 in base 10. 14
mod 9 = 5, so the digit is 5 and the carry is
1. Aleading digit 1. So the answer is 154.

Answer-1 (A1): 154.
...Q2,R2,A2,Q3,R3,A3...

Test Question: In base-9, what is 62+58?
We know 6+6=12 and 3+7=10 in base 10.
\

Input with Noisy Rationales

Question-1 (Q1): In base-9, what is 86+57?
Rationale-1 (R1): In base-9, the digits are
“012345678”. We have 6 +7 = 13 in base-
10. 13 + 8 = 21. Since we're in base-9, that
exceeds the maximum value of 8 for a
single digit.13 mod 9 = 4, so the digit is 4
and the carryis 1. Wehave § + 5+ 1 =14 in
base 10. 14 mod 9 = 5, so the digit is 5 and
the carry is 1. 5 + 9 = 14. A leading digit is
1. So the answer is 154.

Answer-1 (Al): 154.
...Q2,R2,A2,Q3,R3,A3 ...

Test Question: In base-9, what is 62+58?
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Background: language model reasoning

In-context learning (ICL) is commonly used in large language models (LLMs)
* enable LLMs to learn from a few examples without fine-tuning

1 Input: ICL with three examples

Question-1: In base-9, what is 86+57? Answer-1: 154,
Question-2: In base-9, what is 63+34? Answer-2: 107.
Question-3: In base-9, what is 31+58? Answer-3: 100.
uestion: In base-9, what is 62+58? Question: In base-9, what is 62+58?

Zero-shot Input
(&




Background: language model reasoning

Prevailing in ICL, Chain of thought (CoT) prompting boost model reasoning
* CoT includes rationales, i.e., sequential reasoning thoughts to solve a question

) |

Input: CoT with rationales

Question-1: In base-9, what is 86+577?

Rationale-1: In base-9, the digits are “012345678”. We have 6 + 7 = 13 in base-10.

o~ |nput; ICL with three examples Since we're in base-9, that exceeds the maximum value of 8 for a single digit. 13 mod
9 =4, so the digit is 4 and the carry is 1. We have 8 + 5+ 1 = 14 in base 10. 14 mod 9 =

Question-1: In base-9, what is 86+57? Answer-1: 154. 5, so the digitis 5 and the carry is 1. A leading digit 1. So the answer is 154.
Question-2: In base-9, what is 63+34? Answer-2: 107. Answer-1: 154.

Question-3: In base-9, what is 31+58? Answer-3: 100. ..Q2, R2, A2, Q3, R3, A3 ...
Question: In base-9, what is 62+58? Question : In base-9, what is 62+58? 5
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New research problem: Noisy Rationales

Existing work generally assume that CoT contains clean rationales

But, what if CoT contains noisy rationales? ()

* noisy rationales include irrelevant or inaccurate thoughts

Input: CoT with clean rationales

Question-1: In base-9, what is 86+577?

Rationale-1: In base-9, the digits are “012345678”. We have 6 + 7 = 13 in base-10.
Since we're in base-9, that exceeds the maximum value of 8 for a single digit. 13 mod
9 =4, so the digit is 4 and the carry is 1. We have 8 + 5+ 1 = 14 in base 10. 14 mod 9 =
5, so the digitis 5 and the carry is 1. A leading digit 1. So the answer is 154.
Answer-1: 154.

..Q2,R2, A2, Q3,R3,A3 ...

Question : In base-9, what is 62+587?

the irrelevant base-10 information is included in rationale

LN

) |

Input: CoT with noisy rationales

Question-1 (Q1): J/ base-9, what is 86+577?
Rationale-1 (R)E In base-9, the digits are “01234567%
10. 13 + 8 = 21. Since we're in base-9, that exceeds the
single digit.13 mod 9 = 4, so the digit is 4 and the carry is 1:
base 10. 14 mod 9 =5, so the digit is 5 and the carry is 1. 5 + 9 = 14. A leading digit is 1.

So the answer is 154.
Answer-1 (A1): 154.

...Q2, R2, A2, Q3, R3, A3 ..
Test Question: In base-9, what is 62+587

We have 6 + 7 = 13 in base-

while the test question asks about base-9 calculation
6




New research problem: Noisy Rationales

Noisy rationales originate from diverse sources (see Appendix C for details)
* such as crowdsourced platforms, dialogue systems, and Al-generated data

p
a9 N
‘A‘ Crowdsourced Platforms

@ Dialogue Systems

Sources of noisy rationales

B

@ Al-generated Data
/

Noisy

Rationales

— ()
LLM
Reasoning

J/

Recent news on noisy data

Recent investigations on noisy data  ————

THOUGHT LEADERS

The High Cost of Dirty Data in Al
Development

Exclusive: OpenAl Used Kenyan Workers on
Less Than $2 Per Hour to Make ChatGPT Less

L Toxic

N\
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However, the robustness of LLMs against noisy rationales is still unknown
* a new dataset is needed to conduct a systematic evaluation of current LLMs
* and verify the corresponding countermeasures against noisy rationales
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New benchmark: NoRa
NoRa (Noisy Rationales)

* a comprehensive testbed to evaluate the robustness against noisy rationales

e contains 26391 questions and 5 subtasks

* covering 3 types of reasoning tasks: mathematical, symbolic, and commonsense

Task

Irrelevant Thoughts

Inaccurate Thoughts

NoRa-Math

In base-9, digits run from 0 to 8. We have 3 + 2 =5 in base-
10. Since we’re in base-9, that doesn’t exceed the maximum
value of 8 for a single digit. 5 mod 9 = 5, so the digit is 5 and
the carry is 0. There are five oceans on Earth: the Atlantic,
Pacific, Indian, Arctic, and Southern. We have 8 + 6 + 0 =
14 in base 10. 14 mod 9 = 5, so the digit is 5 and the carry is
1. A leading digit 1. So the answer is 155. Answer: 155

In base-9, digits run from O to 8. We have 3 + 2 =5 in base-
10. 5 + 4 = 9. Since we’re in base-9, that doesn’t exceed the
maximum value of 8 for a single digit. 5 mod 9 =5, so the
digit is 5 and the carry is 0. 5+ 9=14. Wehave 8 + 6 + 0 =
14 in base 10. 14 mod 9 =5, so the digit is 5 and the carry is
1. A leading digit 1. So the answer is 155. Answer: 155

NoRa-Symbolic

... "turn around right" means the agent needs to turn right,| ...

and repeat this action sequence four times to complete a
360-degree loop. Many GPS navigation systems will issue
a ’turn around’ command if the driver deviates from the

"turn around right" means the agent needs to turn
right, and repeat this action sequence four times to com-
plete a 360-degree loop. Turn opposite is I TURN_RIGHT
I_TURN_LEFT. So, in action sequence is _ TURN_RIGHT

planned route. So, in action sequence is I TURN_RIGHT
I_TURN_RIGHT I_TURN_RIGHT I_TURN_RIGHT. ...

I_TURN_RIGHT I_TURN_RIGHT I_TURN_RIGHT. ...

NoRa-Com.

The relations path are son, sister, uncle, which means Fran-
cisco is David’s son’s sister’s uncle. For son’s sister, we have
son’s sister is daughter. So the relations path are reduced to
daughter, uncle. In genetics, mitochondrial DNA is always
inherited from the mother, making the mother-daughter
genetic link unique. For daughter’s uncle, we have daugh-
ter’s uncle is brother. So the relations path are reduced to
brother. Therefore, the answer is brother. Answer:brother

The relations path are son, sister, uncle, which means Fran-
cisco is David’s son’s sister’s uncle. For son’s sister, we have
son’s sister is daughter. So the relations path are reduced to
daughter, uncle. For daughter’s uncle, we have daughter’s
uncle is brother. We have brother’ sister is brother. So the
relations path are reduced to brother. Therefore, the answer
is brother. Answer:brother

Table 1: Noisy rationales (consisting noisy thoughts) sampled from the NoRa dataset. Full examples
of NoRa are in Appendix C.6, and real-world examples of noisy rationales are in Appendix C.3.




Noise | #total thoughts (#noisy thoughts) of prompting rationales (Avg.)

Difficulty Ratio | Math Base-9 Math Base-11 Sym. Equal Sym. Longer Com.
. Easy | 0.3 10 (2) 10 (2) 11527 11025 7(Q)
N ew encnmarkK: N O R d  Medium | 05 12 (4) 12 (4) 133(45) 127(42) 8(3)
Hard | 0.8 14 (6) 14 (6) 160(7.1) 152(68) 9(4)
#questions | 4024 9269 4182 3920 4996
Definitions Table 2: Statistics of NoRa dataset.

* Irrelevant thoughts are irrelevant to the given context
e e.g., discussing the genetic overlap of siblings when the task is to deduce family roles

* Inaccurate thoughts are factual errors in the given context
e e.g., "5+5=10" is wrong in base-9 calculation

Benchmark construction

e generating noisy rationales by inserting irrelevant or inaccurate thoughts

e guarantee the overall correctness without modifying the question or answer
e control the reasoning difficulty through different noise ratios (0.3, 0.5, 0.8)
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Empirical evaluations on NoRa

Grand observation: The base LLM (GPT-3.5) with all the existing methods is severely affected by noisy rationales
* a0.2%-25.3% decrease with irrelevant noise
* a0.1%-54.0% decrease with inaccurate noise (compared with clean rationales)

T
A - A -
Task ‘ Method M Acc(M, Q, Petean) Easy Cﬁ/[(eﬁfdn? ’ Pﬁealféam Avg. | Easy % éﬁ’}{m? ’ Pﬁ‘;}ﬁrm Avg.
Base 46.4 39.3 30.3 266 321 | 232 10.1 60 | 13.1
w/ ISC [29] 243 17.7 14.7 127 §150 | 184 137 123 || 148
BMath9 w/ SP [89] 262 25.5 25.5 219 f243 | 200 184 143 | 176
H . ase- w/ SM [62] 37.4 30.0 227 165 §231 | 247 192 124 | 188
Observation 1: w/ SD [102] 47.9 372 25.4 247 §291 | 293 125 87 | 168
If ti w/ SC [83] 615 51.1 39.0 362 421 | 327 15.3 75 | 185
selr-correction Base 23.9 19.1 13.6 107 J 145 | 140 6.7 36 8.1
w/ ISC [29] 1.2 83 7.8 60 | 74 6.5 52 47 55
methods perfo rm Math w/ SP[89] 207 175 167 140 f160 | 141 107 108 | 119
Base-11 w§ SM [62] 16.3 12.0 6.0 5.7 7.95 12.0 §;3 ;_7 9.7
w/ SD [102] 17.9 12.3 12.0 133 |12 17.0 7 3 §103
poorly on most tasks w/ SC [83] 337 253 16.3 150 189 | 197 9.3 33 | 108
: : : Base 32.7 28.1 25.1 23.0 254 | 29.1 26.1 227 | 26.0
with noisy rationales , w/ ISC [29] 239 200 163 155 3l ™2 183 181 | 185
Symbolic w/ SP [89] 232 23.0 226 227 §228 | 237 2255 235 232
Equal w/ SM [62] 25.0 20.7 19.7 167 §190 | 210 203 200 § 204
w/ SD [102] 9.9 10.1 10.9 103 J104 | 101 10.9 104 § 105
w/ SC [83] 353 31.0 283 270 288 | 333 30.7 26.0 | 30.0
Ob ti 2 /llagée [29] % 2% % g'_g % % % %’ %
° W, . X . . . . . .
servation 2. Szmbolic w/ SP [89] 5.1 43 4.1 39 f 41 4.9 4.0 45 45
. onger w/ SM [62] 1.7 0.7 0.7 1.3 1.0 1.3 0.7 0.3 0.8
self-conS|stency w/ SD [102] 0.1 0.1 0.1 02 Jor1 | ol 03 00 § 01
] w/ SC [83] 13.0 71 9.0 63 |77 8.0 8.0 87 | 82
methods can im prove Base 45.7 443 423 414 J427 | 367 334 283 328
w/ ISC [29] 21.8 243 225 214 [ 227 23.2 22.5 240 | 246
i w/ SP [89] 479 48.2 467 48.1 [ 477 | 496 46.6 465 || 476
robustness without Commonsense | W/ 3P [89] a3 82 f1 BLNUTL RS B5 83 |48
d . . w/ SD [102] 54.0 583 573 577 §578 | 570 58.3 537 | 563
true denoisin g w/ SC [83] 52.0 46.3 45.0 447 453 § 447 4477 380 § 425
Table 3: Reasoning accuracy on NoRa dataset with 3-shot prompting examples with clean, irrelevant,
or inaccurate rationales. The boldface numbers mean the best results, while the underlines numbers 12

indicate the second-best results. Note the referenced results of Base model are highlighted in gray.



Empirical evaluations on NoRa

. T tu . #P ; 1 Setting
Task | Setting | O.e3“t())e.§a Or gll 1 Task | Setting 1r0n21p|1n§ Eiﬁm' es_s IModel Task 0-shot|clean| irr. ina.
clean [61.0 60.957.5 55.3146.4 clean |24.8 38.946.4/50.8}50.5 I Base-9 | 7.2 |46.4|30.3 10.1
Base-9 |ina. easy]29.7 28.0R7.2 26.621.7]  Base-9 |ina.-easy|17.5 22.2423.2[25.4§25.6 GPT3.5|Sym.(E)| 8.8 |32.7|25.126.1
ina. hard} 5.0 5.1 §5.5 4.6] 5.0 ina.-hard|11.3 6.3] 6.0 §5.7 5.7 Com. | 40.0 |45.7 [42.3 33.4
clean [34.0 33.8B1.6 29.823.9 clean |11.820.423.9129.9132.1 | Base-9 | 12.7 | 88.0 |72.3 21.2
Base-11|irr. easy}21.7 23.1 1.3 23.3J19.1 Base-11|irr. easy | 8.9 15.919.121.7§26.3 Gemini [Sym.(E)| 9.3 |44.5|38.9 36.7
irr. hard§17.0 17.515.5 14.1§10.7 irr. hard | 7.7 10.(§ 10.7§15.2§16.1 Com. | 42.9 |55.6 53.2 33.5
clean [34.2 35.8B5.7 34.6132.7 clean [18.026.432.7 39.8] — Base-9 | 1.7 | 49 |29 2.7
Sym.(E)| irr. easy §28.6 31.5 9.8 29.1828.1 Sym.(E)|ina.-easy|17.3 23.6129.134.7] — Llama2§Sym.(E)| 4.7 [10.1|8.7 9.1
irr. hard |27.0 26.1 6.2 24.0§23.0 ina.-hard|15.0 21.(§ 22.7} — | — Com. | 35.0 (42.3 (41.940.2
clean 6.3 8.3 8.9 8.9§9.3 clean |2.7 7.7§ 9.3 j11.3§12.2 Base-9 | 39 |27.5(16.3 3.7
Sym.(L)|ina. easyf 5.0 7.3 8.6 8.3} 7.0 Sym.(L)| irr. easy | 2.3 5.4] 7.0 §8.8 8.9 Mixtral [Sym.(E)| 8.3 |19.3(17.9 15.1
ina. hard} 40 6.1 6.3 6.2§6.0 irr. hard | 1.9 4.0§ 6.0 §16.3) — Com. | 242 |375(34.931.1

Table 4: Comparing perfor- Table 5: Comparing perfor- Table 6: Comparing LLMs with
mances of the base model mances of the base model with (_ghot, 3-shot clean, and 3-shot
with different temperatures. a varying number of examples medjum irrelevant (irr.) / inaccu-

Sym.(E)/(L) are symbolic tasks. ("—" denotes over token limit). rate (ina.) rationales.
Observation 3: Observation 4: Observation 5:
Adjusting model temperature | | Prompting with more noisy Different LLMs are
can improve reasoning examples boosts reasoning generally vulnerable
under noisy rationales accuracy on most tasks to noisy rationales




Empirical evaluations on NoRa

We further explore the mapping among questions, rationales, and answers
Specifically, given the 3-shot examples {(x4, 77, v1), (X5, 75, V2), (X3, T3, ¥3)}, we test three configurations:
* shuffle questions {(x1, 73, ¥3), (X2, 71, ¥1), (x3, T3, ¥2) }
* shuffle rationales {(x1, 73, ¥1), (X2, 71, ¥2), X3, 75, ¥3) }
* shuffle answers  {(x1,73,¥3), (X2, 73, 1), (X3, T3, y2)}

Task | Zero-shot I Few-shot (No Shuffle) | Shuffle Questions x; | Shuffle Rationales 7; | Shuffle Answers y;
Math Base-9 | 7.2 I 46.4 45.5 (0.9%) | 345 (11.9%1) |  35.7(10.7%)
Math Base-11 | 5.5 I 239 24.8 (0.9%1) | 21.6 2.3%1) | 21.1(11.7%))
Symbolic Equal | 8.8 I 327 32.7 (0.0%) | 32.8 (0.1%1) | 32.3(0.4%))
Symbolic Longer | 0.0 I 9.2 7.0 2.2%]) | 6.2 (3.0%) | 6.3 (2.9%.)
Commonsense | 40.0 I 45.7 38.7 (7.0%d.) | 39.7 (6.0%4.) | 39.8 (5.9%.)

Table 7: Performance (in accuracy%) on NoRa dataset under different few-shot shuffle configurations.

Observation 6: Shuffling the mappings of prompting examples degenerates the
reasoning but still performs better than without prompting.
Besides, LLMs are less vulnerable to shuffled mappings than noisy rationales.
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New algorithm: CD-CoT

Motivation

* Current LLMs cannot denoise well with their intrinsic denoising ability
* even enhanced with self-correction / self-consistency methods

* External supervision is necessary for enhancement
* which should be sufficient for denoising and accessible in practice

* A clean CoT demonstration can be the minimal requirement
* for denoising-purpose prompting
* which is much more practical than existing methods requiring external supervision



New algorithm: CD-CoT

Self-denoising:
It is hard for LLMs to denoise noisy data without guidance

A—[O | : | A—[O
contradict < © _) © — > O ‘_ Ol wrong denoising
O0—»A) self-denoising (g — A Je unidentified noise

noisy data noisy data

Contrastive denoising:
It is easier for LLMs to denoise by contrasting noisy and clean data

prompted
A —>0O) cleandata . A — [
contradict<os_)<> A —0OJ () O§—><>
O—A A —O correct denoising

contrastive
noisy data denoising clean data

17



New algorithm: CD-CoT

Contrastive Denoising with Noisy Chain-of-thought (CD-CoT)

e assume that LLMs can identify noisy thoughts
* by contrasting a pair of noisy and clean rationales (similar to contrastive learning)



New algorithm: CD-CoT

* design principle: exploration and exploitation
* rephrasing and selecting rationales in the input space to conduct explicit denoising (steps 1&2)
* exploring diverse reasoning paths and voting on answers in the output space (steps 3&4)

Rephrased Rephrased I-th input

——————————————————————————————————————

R | A
ationales nswers e .'f\.l.l.?..c."’.'.':? ...... ,f \i __v_ _,_c_o_nfelt.‘
i e I A N A O\ AN T T amm TN T T A |
Contrast, LLM Rephrasing c,._ . :' E:' ' E
------------------------- K 1 1 1
: i-th N0|sy example: : | Ei ! i ® ;
: i :
Same |- i it | |
Answer’ | : H : ! ’
: : I -
] II
i i
H i
E‘ |

Clean example:

~_-_______’I" ---------- Il I oL S_.: :
K-M Rephrased LLM ,. g
Rationales 5, ) @ Reasoning | - i
------------------------- Allocate ! )

. "

™
\-——--------f

’ N &2
lz:
|FF
|=':
1=
35
=1
2]
121
151
(R
1o
11
[
[
Lol
11
[
[
[
11
[
P
11
o
1
[
PR

',----:_----_----.
i @
¢}
1
€
lg----1
1
1
‘\

Stepl. Rationale Rephrasmg (ItoN) Step2. Rationale SeIectlon (NtoM) Step3. Rationale Explorat:lon (MtoD) Step4. Answer Voting ('IZ)toI)1 9



e Step-1: rephrase the noisy rationales via contrastive denoising

Rephrased Rephrased
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e Step-1: rephrase the noisy rationales via contrastive denoising

e Step-2: select rephrased examples with the same answers (unchanged)
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e Step-1: rephrase the noisy rationales via contrastive denoising
e Step-2: select rephrased examples with the same answers (unchanged)
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 Step-3: fully utilize the rephrased examples for deliberate reasoning
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 Step-3: fully utilize the rephrased examples for deliberate reasoning

» Step-4: vote all the answers equally to get the final answer
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Algorithm 1 CD-CoT: Contrastive Denoising with Noisy Chain-of-Thought.

Require: an LLM fy, the prompt of contrastive denoising Pgenoise, ONE test question X, one clean

example (zc, 7c, yc), K prompting examples S,, = {(x;, 75, y:) } <, , hyper-parameters N, M,
and reasoning budget { B;}M | (satisfies that £, B, = D, where D is the total budget).

1: fori=1... Kdo
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* 3:
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Step3. Rationale Explora'tion (MtoD)

Step4. Answer Voting (bto 1)

obtain a rephrased example as (x;, 7}, U;) < fo (Pdenoise (zc, Tesye, i, Tiy y,)) i

if match answer §j; = y;, then store the rephrased example as R; < R; U {(z;, T:, Ui) }-
end for

"8“} # Step-2: Rationale Selection

randomly select M rephrased examples from R; and obtain R; = {(z;s, Tis, ¥is) 1L,
end for
# Step-3: Rationale Exploration
1mt1allze the set of answers ) + ().
fori=1...Mdo . ) R
construct an input P; {(25, Tji, §j0) } }=1, where (2, Tjs, §j:) is the i-th element of R ;.
concatenate P; with the clean example and test question as P; < P; U {(zc, Tc, Yc), Trest}-
forj=1...Bp do
get one answer by LLM reasoning as y; < fo(P;).
store the answer as ) <— Y U {y, }.
end for

: end for

: # Step-4: Answer Voting

: initialize the dictionary of answer count C that Vy,; € ),C[y;] = 0.
:forj=1...Ddo

update C[y;] < (C[y;] + 1).
end for
get the final answer y with maximum counts as y <— arg max, C|y|.
return the answer y.
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Empirical evaluations of CD-CoT

Observation 7: CD-CoT presents a
significant performance
improvement across all datasets,
with an average improvement of
17.8% compared with the base
model under noisy settings.

— ge—
Additional Acc(M, Q, Pirelevant Acc(M, Q, Pinaccurate
Task Method M Information Acc(M, Q, Petean) Easy Ngedium Hard JAvg. ‘ Easy I\gledium Hard JAvg.
Base - 46.4 39.3 30.3 26.6 f32.1 ) 232 10.1 6.0 13.1
Math w/ SCO [29] Ground Truth 53.6 46.3 39.6 364 §408 || 34.7 22.0 17.7 §24.8
Base-9 w/ BT [81] Noise Position 472 39.2 34.2 29.9 . .
w/ CC[9] Clean Demo 449 433 44.6 45.5 .
w/ CD-CoT (ours) Clean Demo 60.7 59.7 60. 57.2 .7
Base - 239 19.1 13.6 10.7 b / : d 8.1
Math w/ SCO [29] Ground Truth 33.0 29.2 24.0 20.0 §244 § 29.2 20.0 172 §22.1
Base-11 w/ BT [81] Noise Position 243 17.9 17.2 13.7 §16.3 12.8 9.2 6.8 9.6
/[ CC [9] Clean Demo 223 191 184 182 1R 6 190 153 14 6 163
w/ CD-CoT (ours) Clean Demo 31.0 33.7 32.7 34.7 337§ 29.0 30.7 253 283
Base - 32.7 28.1 25.1 23.0 f§254 Q) 29.1 26.1 22.7 §26.0
Symbolic | W/ SCO[29] Ground Truth 38.5 49 34 37 |37 340 341 345 342
}]'_3 al w/ BT [81] Noise Position 31.8 26.0 22.7 22.6 [238 ) 263 22.7 229 §24.0
qu w/ CC[9] Clean Demo 37.8 33.8 327 320 §328 § 313 33.0 299 #3114
w/ CD-CoT (ours) Clean Demo 42.7 44.7 42.7 44.0 J438 §j| 42.6 41.3 427 §42.2
Base - 9.2 6.3 7.2 6.0 6.5 7.0 6.8 6.0 6.6
Symbolic w/ SCO [29] Ground Truth 18.7 12.1 10.5 113 J11.3 §f 15.2 15.9 9.8 13.6
Longer w/ BT [81] Noise Position 7.2 34 35 2.5 3.1 3.8 3.6 3.6 3.7
g w/ CC [9] Clean Demo 9.4 9.8 7.9 7.9 8.5 8.5 74 6.5 1.5
w/ CD-CoT (ours) Clean Demo 123 12.0 12.0 13.0 j123 § 123 10.0 1.0 j11.1
Base - 45.7 3 42.3 41.4 427 §| 36.7 334 283 328
w/ SCO [29] Ground Truth 63.5 60.1 56.1 60.3 [58.8 )| 56.2 58.5 579 §57.5
Commonsense | w/BT [81] Noise Position 47.7 23.5 28.3 325 28.1 11.6 11.0 15.8 12.8
/CC [9] Clean Demo 483 457 43,6 440 N444 8 421 40.8 405 §41.1
w/ CD-CoT (ours) | Clean Demo 49.0 50.3 54.7 503 518 §j 51.0 49.7 49.7 50.1

Observation 8: CD-CoT displays
remarkable resistance to the
magnitude of noise, especially in
the challenging mathematical tasks.

Table 8: Performance of denoising methods that require additional information for supervision.
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Empirical evaluations of CD-CoT

Hyper—parameters ACC(M, Q, Pirrelevant) ACC(M7 Q; Pinaccurate)
N M D C|Base9 Sym.E) Com. |Base-9 Sym.(E) Com.
5 1 5 Y 57.7 38.7 55.3 53.3 39.7 51.0
5 1 5 N 54.7 32.7 53.7 47.0 32.3 55.7
5 2 2+3 Y 60.7 42.7 54.7 58.7 41.3 49.7
5 2 2+3 N 56.7 33.0 54.7 49.7 32.0 53.0
5 3 14242 Y 60.7 38.7 53.3 58.0 43.3 49.0
5 3 14242 N 56.0 33.3 55.7 48.7 32.0 52.3
5 5 1 Y | 59.3 39.7 55.7 58.0 39.0 48.7
5 5 1 N | 553 35.7 559 | 48.7 333 50.7

Observation 9:
The clean CoT demonstration plays a pivotal role in CD-CoT.

Table 9: Comparison of accuracy on medium-level tasks.

Observation 10:

The accuracy exhibits subtle variations when employing
different algorithm instances. We set M = 2 to strike a balance
of efficiency and effectiveness.

Hyper-parameters #Tokens in step-3 (irr.) | #Tokens in step-3 (ina.)
N M D C | Base-9 Sym.(E) Com. | Base-9 Sym.(E) Com.
5 1 5 Y | 1440 3162 788 | 1428 3170 798

5 1 5 N | 1301 2685 660 | 1295 2732 667
5 2 243 Y| 2175 4934 1269 | 2156 4989 1311
5 2 243 N | 1864 4044 1005 | 1842 4087 1039
5 3 14242 Y | 2902 6704 1772 | 2878 6785 1821
5 3 14242 N | 2416 5360 1372 | 2393 5443 1420
5 5 1 Y | 4368 10340 2764 | 4339 10514 2845
5 5 1 N | 3535 8099 2088 | 3506 8303 2163

Table 10: Comparison of #tokens on medium-level tasks.

Observation 11:

An ablation study of components in Appendix F.3
demonstrates the denoising power and performance gain of
CD-CoT, attributed to its contrastive denoising with rationale
rephrasing and repeated reasoning with voting components.
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Empirical evaluations of CD-CoT

ACC(M, Q, Pirrelevant)

Acc ( M y Q ) Pinaccurate )

Model Method Base-9 Sym.(E) Com. |Base-9 Sym.(E) Com.
Base 30.3 25.1 42.3 | 10.1 26.1 334

SC 36.6 283 450 | 173 30.7 44.7

GPT-3.5-turbo| BT 34.2 227 283 | 184 22.7 11.0
CC 44.3 32.7 436 | 31.7 33.0 40.8

CD-CoT| 60.7 427 54.7 | 58.7 41.3 49.7

Base 72.3 389 532 | 212 36.7 33.5

SC 80.3 433  60.0 | 32.3 45.0 42.7

Gemini-Pro BT 824 29.3 37.8 | 26.7 28.7 33.3
CC 67.5 37.3 502 | 43.6 35.0 45.6

CD-CoT | 92.7 493 57.7 | 76.7 53.3 55.7

Base 2.8 8.7 419 | 2.7 9.1 40.2

SC 5.0 10.3 46.7 | 3.0 9.7 46.0

LLaMA2-70B BT 1.4 11.2  36.1 0.9 12.5 36.2
CC 1.1 163 299 | 2.8 14.0 28.3

CD-CoT| 4.0 9.7 393 | 2.7 9.7 39.7

Base 16.3 17.9 349 3.7 15.1 31.1

SC 20.0 21.7 370 | 2.7 18.0 37.7

Mixtral-8x7B BT 4.1 9.7 6.2 2.4 10.1 10.5
CC 24.4 18.5 36.0 | 12.5 18.3 35.7

CD-CoT | 8.7 227 403 | 4.7 21.3 40.3

Table 11: Comparing methods with different LLMs.

Observation 12:

CD-CoT generalizes well across different LLMs. It
respectively achieves increases of 23.4% and 21.6%
in accuracy compared to base models (GPT-3.5-turbo
and Gemini-Pro) and surpasses all the baselines.
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New algorithm: CD-CoT - Evaluations

Comparison of rephrased rationales by different reasoning methods

Original Noisy Rationale

Method |

Denoised Rationale

In base-9, the digits are "012345678". 9 + 8 = 17. We
have 6 + 7 = 13 in base-10. Since we’re in base-9, that
exceeds the maximum value of 8 for a single digit. 13
mod 9 = 4, so the digit is 4 and the carry is 1. We have 8
+5+1=141inbase-10. 14 + 8 =22. 14 mod 9 =5, so
the digit is 5 and the carry is 1. A leading digit is 1. So
the answer is 154. Answer: 154.

SM

In base-9, the dkgits are "012345678". 9 + 8

= 17. WeShavér+ 71=J13 in base-10. Since
we’re in baze-9, ithFt exceeis the maCimum
valur of 8 for a siLgle]digit. xOc3 mod 9 =
» soWghe digix is 4 anj the carry is 1. We
hOve 8 + 5i+ z2= 14 Vn baAe 10. 14d 8 =
2p. 14 mod 9 =5, so Xhe diGit*iU 5 and
the carry is 1Q A leading xOcigit is 1. So the
answer is 154. Asswer: 154.

SD

In base-9, the digits are "0123456/8". 9 + 8
=17. We have 6 + 7 = 13 in base-10. Since
we’re in base-9, 13 exceeds the maximum
value of 8 for a single digit. 13 mod 9 =4,
so the digit is 4 and the carry is 1. We have
8+5+1=141inbase 10. 14 mod 9 = 8. 14
div 9 = 1, so the digit is 8 and the carry is
1. A leading digit is 1. So the answer is 154.

SP

In base-9, the digits range from O to 8. Let’s
add 86 and 57 step by step. First, we add
the rightmost digits, which are 6 and 7. In
base-10, 6 + 7 equals 13. However, since
we are in base-9, the maximum value for a
single digit is 8. Therefore, we need to find
the remainder when 13 is divided by 9. The
remainder is 4, so the digit in the units place
is 4 and we have a carry of 1. Next, we add
the next digits, which are 8 and 5, along with
the carry of 1. In base-10, 8 + 5 + 1 equals
14. Again, we need to find the remainder
when 14 is divided by 9. The remainder is
5, so the digit in the tens place is 5 and we
have a carry of 1. Finally, we have a leading
digit of 1. So the final answer in base-9 is

Ours

In base-9, the digits are "012345678". We
have 6 + 7 = 13 in base-10. Since we’re in
base-9, that exceeds the maximum value of 8
for a single digit. 13 mod 9 = 4, so the digit
is 4 and the carry is 1. Wehave 8 + 5+ 1 =
14 in base 10. 14 mod 9 = 5, so the digit is
5 and the carry is 1. A leading digitis 1. So

the answer is 154. Answer: 154. a=

Answer: 154. x

154. Answer: 154. x

Observation 13: CD-CoT effectively removes noisy thoughts
and ensures format alignment with the original rationale.
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Take home messages

We investigate the under-explored problem of noisy rationales
* we introduce NoRa dataset to evaluate LLMs against noisy rationales

* we show the general vulnerability LLMs to noisy rationales

* and is inadequately mitigated by existing robust methods

* we design CD-CoT to enhance the robustness via contrastive denoising
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Future directions

Knowledge-enhanced denoising within a retrieval-augmented framework

Robust inductive reasoning to extract rules from noisy examples

Generalization to out-of-distribution noisy scenarios

Expanding the NoRa dataset to include multi-modal scenarios, e.g., visual data,

for a more comprehensive understanding of the robustness of foundation models

* Theoretical analysis of noisy ICL for deeper insights into the noisy rationales
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