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Introduction

SongCreator: Lyrics-based Universal Song Generation

• Song Generation

Generate songs with harmonious and pleasant vocals and accompaniment

 Previous works mostly explored specific aspects of song generation, such as vocal composition, instrumental 

arrangement, and harmonious generation, but none of them is able to combine these three for song generation

➢ The coordination among various complex elements in vocals and accompaniment poses significant challenges 

for generating songs as an entity

➢ The demands for song generation are highly diverse, not only lyrics-to-song generation but also independent 

vocal or instrumental music generation, song editing, and song generation from a given audio prompt or pre-

determined track. 
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Introduction

SongCreator: Lyrics-based Universal Song Generation

• Contribution

 Propose a novel dual-sequence language model (DSLM) for song generation, which not only 

emphasizes the respective quality of vocals and accompaniment but also learns their mutual 

influences to coordinate them into harmonious songs

 Propose a series of attention mask strategies, which enables our model to complete song 

generation tasks of various forms, such as editing, understanding, and generation

 Based on the above mechanism, we propose a versatile system for song generation named 

SongCreator

➢ Support universal conditioning and generation for eight tasks

➢ Achieving state-of-the-art or competitive performances on all tasks
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Methodology

SongCreator: Lyrics-based Universal Song Generation

• Overall Model

 BEST-RQ: Self-supervised learning model to obtain the semantic tokens from audio, which encapsulates 

sufficient semantic and acoustic details that are necessary for reconstructing

 DSLM: The “brain” of our system for predicting the semantic token of songs from a variety of optional inputs, 

including lyrics, vocal prompt, accompaniment prompt, pre-determined vocal track, and pre-determined 

accompaniment track

 LDM: Decode the semantic tokens into high-quality song audio
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Methodology

SongCreator: Lyrics-based Universal Song Generation

• Dual-Sequence Language Model (DSLM)

 A lyrics encoder to extract critical information related to the pronunciation of the lyrics

 Two decoders to autoregressively generate semantic tokens for the vocals and accompaniment, 

respectively 

➢ Utilize the cross-attention layer to attend the information from the lyrics encoder

➢ Utilize the bidirectional cross-attention (BCA) layer to capture and model the complex interrelationship between 

vocals and accompaniment

 A final song decoder to non-autoregressively generate semantic tokens for songs
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Methodology

SongCreator: Lyrics-based Universal Song Generation

• Attention mask strategies for DSLM

 For Self-Attention (SA)

➢ Causal attention mask: each token can only access the leftward context tokens and itself

➢ Non-causal attention mask: all tokens can attend to each other within the same sequence

 For Bidirectional Cross-Attention (BCA)

➢ Bidirectional (BR) mask: tokens in each sequence can attend to the tokens in the other sequence that occur at earlier positions

➢ Accompaniment-to-Vocals (A2V) and Vocals-to-Accompaniment (V2A) mask: tokens in one sequence can attend to all tokens in 

the other sequence

➢ None mask: neither sequence can attend to the other
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Experiments

SongCreator: Lyrics-based Universal Song Generation

• The result of tasks

 SongCreator achieves state-of-the-art or 

competitive performances on all tasks

 SongCreator can better maintain the acoustic 

conditions from prompt and can independently 

control the vocals and accompaniment in the 

generated songs

 humans judge the edited song produced by 

SongCreator to be as natural as the original 

unedited song



Thanks！

Contact: leis21@mails.tsinghua.edu.cn 

Listen to Samples
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