
PhyloGen: Language Model-Enhanced Phylogenetic 

Inference via Graph Structure Generation

Background

(a) The inputs are aligned sequences, and topologies are learned 

from existing tree structures using methods like SBNs, which 

rely on MCMC-based methods for pre-generated candidate 

trees without considering branch lengths directly.

(b) The inputs are aligned sequences, and then tree structures and 

branch lengths are directly inferred by variational inference and 

biological modules. These methods optimize tree topology and 

branch lengths separately.

(c) The inputs are raw sequences processed by a pre-trained 

language model to generate species representations. Then, an 

initial topology is generated through a tree construction module, 

and the topology and branch lengths are co-optimized by the 

tree structure modeling module.

Our Method

Reformulate as graph generation problem.

As depicted in Fig.1 (c), we propose a novel approach based on a pre-

trained genome language model. Our model does not rely on evolutionary 

models or the requirement to align input sequences to equal lengths and 

fully exploits the prior knowledge embedded in biological sequences. 

PhyloGen models phylogenetic tree inference as a conditional-constrained 

tree structure generation problem, aiming to generate and optimize the tree 

topology and branch lengths jointly. We map species sequences into a 

continuous geometric space and perform end-to-end variational inference 

without restricting topological candidates. To ensure the topology-invariance 

of phylogenetic trees, we incorporate distance constraints in the latent 

space to maintain translational rotation invariance. Our approach 

demonstrates effectiveness and efficiency on the eight real-world 

benchmark datasets and verifies its robustness through data augmentation 

and noise addition. In addition, we propose a new scoring function to guide 

the model towards a more stable and faster gradient descent.

Bipartition Frequency Distribution (RQ3)

Fig.5 shows the bipartition frequency distributions of trees inferred by 

PhyloGenfor datasets DS1, DS2, and DS3.The horizontal axis indicates the 

ranking of the bipartitions in the tree topology, and the vertical axis indicates 

the normalized frequency of occurrence of the corresponding bipartitions. 

The similarity of our method's curves to those of MrBayes underscores its 

accuracy, demonstrating that PhyloGen consistently captures evolutionary 

patterns with reliability comparable to the gold standard.
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Figure2: Our Method: Framework of PhyloGen
A. Feature Extraction module extracts genome embeddings E from raw sequences Y using a pre-trained language model. 

B. PhyloTree Construction module uses E to compute topological parameters, which generate an initial tree structure 𝜏∗ via the 

Neighbor-Joining algorithm. 

C. PhyloTree Structure Modeling module jointly model τ and 𝐵τ through the topology learning component (TreeEncoder $R$ 

and TreeDecoder Q) and the branch length~(Blens) learning component (dual-pass traversal, DGCNN network, Blens 

reparameterization).

Figure1: Background: Comparison of PhyloTree Tree Inference Methods .

The closer the two curves are, the better, which suggests that PhyloGen is 

highly consistent with the gold standard MrBayes approach.

Figure 5: Comparative Bipartition Frequency Distribution in Tree Topologies for DS1, DS2, andDS3 datasets.


