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Goal

Give a model of how to infer natural language rules by doing experiments
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Motivation: how scientists learn 

- Come up with theories, plan and perform experiments, then revise theories



Domain: Zendo, an induction game
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Inference

How should we perform inference?

All the data Many Hypotheses

One solution: Batch Inference

inference



Inference

How should we perform inference?

Data Hypotheses

inference experiment

The better and more human-like solution: Online Inference



Online inference with Sequential Monte Carlo (SMC)



LLM-SMC-S

Applying LLM-based kernel q to every particle is very expensive, however
- Introduce a novel variant of SMC: LLM-SMC-S
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Understanding human behavior on rule induction tasks

“I don’t know what’s the correct rule, but if the scene has or or does not have …, it’s definitely not going to give stars”

From Bramley et al 2018



Understanding human behavior on rule induction tasks

“I don’t know what’s the correct rule, but if the scene has or or does not have …, it’s definitely not going to give stars”

- We can represent this with fuzzy, probabilistic rules

From Bramley et al 2018



Being more human-like with fuzzy rules



Being more human-like with fuzzy rules

Recipe for human-like models on Zendo

- Natural language instead of formal language for hypothesis space

- Online inference instead of batch inference

- AND fuzzy rules instead of deterministic rules



Thank you!


