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What is open-world 3D learning?
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• 3D learning: Learn representations/features from 3D data (e.g., point cloud, depth map)
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• Open-World: Generalize beyond ‘seen’ categories in pretraining dataset.
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Previous methods: Depth-based vs Point-based open-world 3D models. 

Image and text modalities are pre-aligned by CLIP.
Feature alignment of 3D data, CAD-rendered images, and text is a standard practice.

Rendered image:
• Multi-view, rendered from CAD 

models, used for training only.



CLIP’s secret of success: Pretraining on an extremely diverse set of image-text pairs.

• 3D dataset is scarce (≤ 1M, synthetic). CLIP Pretraining data: LAION5B, DFN5B (5B).
• CAD-rendered images: unrealistic, simplistic texture, limited visual diversity.
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Example of multi-view CAD-rendered images.

Directly training a 3D version of CLIP from scratch is impractical.



OpenDlign: a novel open-world 3D model.
• Align 3D data with visually diverse depth-aligned images instead of CAD renderings.
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• Fine-tunes CLIP to maximally leverage its extensive knowledge for 3D learning, avoiding the need to 
train a separate encoder from scratch.



CLIP Image Encoder
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(a) Point Cloud Representation Learning via Generated Depth-Aligned Images
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(b) Zero-Shot 3D Classification (c) Few-Shot 3D Classification
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1. Project point cloud into multi-view depth 
maps with clear contours.

2. Use projected depth maps to generate 
depth-aligned images using ControlNet.

3. Contrastive learning between features 
from depth maps and depth-aligned 
images (6M param). 

4. Multi-view logit aggregation, avoid 
catastrophic forgetting.

5. Depth-specific text prompts for 3D zero-
shot classification.



Experiment: zero-shot classification
• OpenDlign outperforms the leading baseline by 8.0% on ModelNet40, 16.4% on OmniObject3D.
• Using depth-aligned images consistently enhances the performance of other SOTA models



Cross-modal retrieval
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