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Time Series Forecasting
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Wide Applications

Forecasting Challenges

- Complicated Variations

- Numerous Variates



Practical Time Series Forecasting Scenario

[Supply]
Solar, Coal, Wind

[Demand]
Resident, Commerical, Industry

[Electricity Price]

• Temporal variations are often influenced by external factor (exogenous variables)



Forecasting with Exogenous Variables
• The exogenous variables are introduced to the forecaster for informative 

purposes without the need for forecasting. 



Recent deep time series models
• Most of the existing Transformer-based approaches treat all the variables 

equally or ignore exogenous information, lacking of special design of 

exogenous series.

• Previous forecasters designed for exogenous variables overlook the 

complex situation of exogenous variables.



TimeXer

 Endogenous time series are embedded into patch-level 

Temporal Tokens with a learnable Global Token.

 Exogenous time series are embedded to Variate Tokens. 



Endogenous Self-Attention

 Patch-to-Global: aggregating 

patch-level information across 

the entire series. 

 Global-to-Patch: receiving the 

variate-level correlations learned 

by the global token.



Exogenous-to-Endogenous Cross-Attention

Query Keys and Values

• Omit the interaction among 

exogenous variate tokens.

• Only the endogenous global token 

interact with exogenous tokens.

 A favourable O(C) effeciency.



Parallel Multivariate Forecasting
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 Extening to multivariate 

forecasting: Each variable  

is treated as the endogenous 

one which the others are 

exogenous and use a shared 

TimeXer backbone.



Experiments
 5 Short-term Forecasting with Exogenous Benchmark



Experiments
 7 Long-term Multivariate Forecasting Benchmark



TimeXer Generality
 Increasing the look back length of endogenous or / and exogenous series.

 TimeXer can be adapted to situations where the look-back are mismatched

 The forecasting performance benefits from enlarged look-back lengths of 

both endogenous and exogenous series.



TimeXer Scalability
 The lagre-scale meteorology datasets

 Endogenous Variable: temperature collected from weather stations from NCEI

 Exogenous Variables: meteorological indicators of corresponding adjacent areas 

derived from ERA5

• Date Period: January 1, 2019 to 

December 31, 2020.

• Sample Frequency: 1 hour for 

endogenous variable and 3 hours for 

exogenous variables.

• Task: Past 7 days predict future 3 days.



TimeXer Scalability
 The lagre-scale meteorology datasets

 Endogenous Variable: temperature collected from weather stations from NCEI

 Exogenous Variables: meteorological indicators of corresponding adjacent areas 

derived from ERA5

TimeXer outperforms other advanced forecasters



Model Analysis

 A notable distinction can be observed in the attention maps of endogenous variables with 

different exogenous variables.

 TimeXer has the ability to distinguish between exogenous variables, resulting in a more 

focused and interpretable attention map.

Attention map can reflect the 

correlation between endogenous and 

exogenous variables
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Model Efficiency

 All models use identical hidden 

dimension and batch size

 When faced with numerous variables 

TimeXer exhibits its advantage since it 

omits the interaction among learned 

exogenous variate tokens, resulting in 

favorable efficiency
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Thank You!

wangyuxu22@mails.tsinghua.edu.cn

Code and datasets are available at https://github.com/thuml/TimeXer

https://github.com/thuml/TimeXer

