
LM-HT SNN: Enhancing the Performance of SNN to ANN 
Counterpart through Learnable Multi-hierarchical Threshold Model
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From Single-threshold to Multi-threshold Model

• We point out that the essence of the equidistant multi-threshold model is to simulate the spike 
firing situation of the vanilla spiking model within specific time windows. Specially, when the 
input current follows a completely uniform distribution on the time dimension, its spike firing 
rate is mathematically equivalent to the activation output of quantized ANNs.
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Learnable Multi-hierarchical Threshold Model

• Under the condition that the input current completely follows a uniform distribution, the spike 
firing rate of the L-level multi-threshold model within T time-steps is equivalent to the LT-level 
quantized ANN.

• In the initial state of hybrid training, from the perspective of mathematical expectation, the spike 
firing rate corresponding to STBP fine-tuning training with any number of time-steps is 
equivalent to the spike firing rate corresponding to ANN with any quantization level.
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Learnable Multi-hierarchical Threshold Model

• By adopting different parameter initialization schemes, the LM-HT model can further establish a 
bridge between the vanilla STBP and quantized ANNs training.

• A brand-new hybrid training framework: ANN-SNN Conversion + STBP training based on LM-
HT model (no more than 30 epochs)
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Reparameterization Process for LM-HT Model
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Experiments
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Experiments



Thanks for Listening!
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