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Beyond “perception”, we define four types of multifaceted information: 

• Fundamental Image Understanding

• Real-world knowledge of Common-Sense

• Non-object concepts (e.g. chart, diagram, sign, symbol, math) 

• Step-by-step procedures for solving complex questions

Multifaceted Information
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Question: {}. Answer: {}. Based on the question and answer, carefully 
provide an explanation about how to answer the question in detail.
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Multifaceted Rationale

Embedder
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• Why to use Mamba?

Mamba has better embedding of long context rationale

• Why to use <tor>?

We can’t use Rationale when doing inference.

• Why to use multiple <tor>?

Just one <tor> cannot embed long rationale.
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In step2, we remove the rationale and only use

multiple <tor> tokens, for adaptation to

inference mode.
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How to verify Meteor-Mamba embeds rationale?
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