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Background

 Reducing labeling costs is a 
significant challenge

 Weakly supervised learning 
emerges as a crucial branch
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 Partial Label Learning (PLL) is a 
typical weakly supervised 
classification problem

 Each instance is labeled with a 
partial label, where a fixed but 
unknown label is true

Partial-Label Data:

(1) Identification-based strategy (IBS)

(2) Average-based strategy (ABS)
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◆ Traditional PLL
taxonomy

Observation and Answer 1

 Past intuition: (1) IBS is more effective; (2) Stronger tricks lead to 
better performance 

 This understanding is vital for choosing the best direction for future 
algorithm design

 It also can act as a conclusive work to prevent redundant efforts in 
future research

◆ SOTA PLL methods with quite different technical routes

Main Question：
What makes PLL algorithms effective？

 Observation 1: IBS and ABS often overlap in the dynamic 
characteristics of their implementations

 Our Answer 1: There is no need to predefine a method's category 
based on traditional taxonomy and then judge its utility by that 
classification

Observation and Answer 2

 Observation 2: An ABS method has exactly the same optimization 
goals as a representative IBS algorithm

 Our Answer 2: PLL must use supervision, and supervision can be 
used in two ways: directly within the loss function or to manipulate 
pseudo-labels on-the-fly

loss

• An IBS method:

• An ABS method:   optimizes

Observation and Answer 3

Model𝑥 …

 Observation 3: By dissecting SOTA PLL algorithms with quite 
different technical routes, we find the common elements 
contributing to success

 Mini-batch PL purification is a minimal design principles in PLL

 Mini-batch PL purification is a process where for each mini-batch 𝐵
selected at iteration 𝑡, the weights are updated such that the 
distinction among candidate labels’ contributions increases over 
iterations:

with 𝑔 being a strictly increasing function that increases the weight 
for more likely candidate labels according to the model’s confidence

A Step Forward: StreamPurify
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