


Motivations:
Recently, object detection has gained widespread attention, but the demand for a large amount of 
labeled data is time-consuming and labor-intensive.
SSOD methods focus on general images, and cannot consider the unique characteristics of objects
in aerial images, such as dense arrangements, rich contextual relationships, and large complex scenes.
For example, the average objects per image are 68.4 vs 7.7 in DOTA and COCO datasets, respectively. 
Therefore, we address the sparsely annotated object detection (SAOD) task in aerial images.



We integrate detector updating and reinforced pseudo-label exploration into a closed-loop framework.
In the exploration refinement process, we introduce pseudo-label explorer π and selection evaluator Q to 
continuously optimize pseudo-label exploration policy based on the accumulated experience D.
During the optimization of the detector Θ, we simultaneously perform the sequential pseudo-label decision 
on the candidates, inferred by the optimized detector. 

Overview:



Conformal Pseudo-label Explorer is to learn an adaptive pseudo-label exploration policy to determine 
whether to select the current candidate.
Multi-clue Selection Evaluator is to assess the current exploratory characteristic and selection policy, 
providing instructive feedback for policy optimization.

• The ultimate goal of our PECL: 

• The function to update explorer and evaluator:

• The reward function considers information 
entropy and confidence margin: 

• The instant exploratory reward is as follows:

Details:

•  The target value can be defined as:



Experiments &  Results

Comparison with state-of-the-art methods on the 
DOTA dataset at the 5% label rate.

Performance comparisons of different detector baselines for the OBB 
task on the DOTA dataset at different label rates. 

Performance comparisons of different strategies when 
selecting pseudo-labels at the 1% label rate.



Loss curves of conformal pseudo-label explorer and multi-clue selection 
evaluator under different action spaces at the 1% label rate. 

Performance comparisons of different reward 
settings at various label rates. 

Experiments &  Results



Conclusion

Limitation

• We propose a progressive exploration conformable learning framework that integrates the 
detector updating and the conformal pseudo-label exploration into an iteratively co-enhancing 
system. 

• We perform the pseudo-label exploration to mine more high-quality pseudo-labels by 
considering contextual information in large complex scenes, consisting of two modules: the 
conformal pseudo-label explorer and multi-clue selection evaluator. 

• The current framework is specifically designed for scenes with densely distributed objects, 
which may not perform optimally in general scenes with less dense object arrangements.

• The incorporation of reinforcement learning algorithms results in increased overall training 
time compared to traditional methods.



Thanks for listening!


