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Overview
• Deep Image Prior (DIP) [1] has emerged as an effective unsupervised

image reconstructor, requiring only untrained networks.

• Main Challenge: DIP vulnerability to noise overfitting artifacts.

• Approaches to mitigate Noise Overfitting: 
1. Regularization [2]. 

2. Early Stopping [3]. 

3. Network Pruning [4]. 

[1] Deep Image Prior. CVPR, 2018.
[2] Robust self-guided deep image prior. ICASSP, 2023.
[3] Early stopping for deep image prior. TMLR, 2023
[4] Optimal Eye Surgeon: Finding Image Priors through Sparse Generators at Initialization. ICML, 2023.



Contributions
Building upon 

1. An insight on the DIP network input, 

2. The gradual denoising process of diffusion models, 

we introduce Autoencoding Sequential Deep Image Prior (aSeqDIP), 
which updates based on objective functions that consist of: 

1. Input-adaptive data consistency term, and

2. Autoencoding term for noise overfitting mitigation.

• Evaluation: aSeqDIP vs. DIP and DM baselines in terms of 
1. reconstruction quality, 

2. run-time, and 

3. robustness to noise overfitting artifacts. 



Preliminaries

• Task: Recover an image 𝐱∗ ∈ ℝ𝑛 from measurements 𝐲 ∈ ℝ𝑚, where 
𝑚 ≤ 𝑛, governed by forward model 𝐀.

• DIP: uses a random fixed network input 𝐳 and reconstructs image ො𝐱 by

• Problem: Selecting the number of iterations to optimize the above 
objective. 

• Reason: The network eventually fits the noise present in 𝐲 or could fit to 
undesired images based on the null space of 𝐀. 

መ𝜃 = arg min
𝜃

|| 𝐀𝑓𝜃 𝐳 − 𝐲||2
2,  ො𝐱 = 𝑓෡𝜃 𝐳  



Autoencoding Sequential DIP (aSeqDIP)

• Motivation: How does employing a noisy version 
of the ground truth image, as the fixed input to the 
Vanilla DIP objective, affect performance?

• Consider the MRI reconstruction task with 𝐲 ≈ 𝐀𝐱∗. 
Let the input to 𝑓 in DIP be

Average over 8 MRI scans where the 
input 𝐳 is either a perturbed version of 
the ground truth or pure noise, 
controlled by 𝜎 (x-axis).

𝐳 = 𝐱∗ + 𝜹, 𝜹 ∼ 𝒩(𝟎, 𝜎2𝐈)

Observation: The proximity of the DIP network input 
to the ground truth correlates with the quality of the 

reconstruction.  

Question: Can we develop an input-adaptive DIP method that mitigates noise overfitting?



Autoencoding Sequential DIP (aSeqDIP)
• Method: Consider a U-Net 𝑓 ∶ ℝ𝑛 → ℝ𝑛 whose weights are updated sequentially: 

𝜙𝑘 with 𝑘 ∈ [𝐾] and 𝐾 = 1, … , 𝐾 . Each 𝑓𝜙𝑘
 takes input 𝐳𝑘 and outputs 𝑓𝜙𝑘

(𝐳𝑘). 

𝜙𝑘 ← arg min
𝜙𝑘

||𝐀𝑓𝜙𝑘
𝐳𝑘−1 − 𝐲||2

2 + 𝜆||𝑓𝜙𝑘
𝐳𝑘−1 − 𝐳𝑘−1||2

2

Data Consistency Autoencoder Regularization 

Parameters update

𝐳𝑘 ← 𝑓𝜙𝑘
(𝐳𝑘−1)

Network Input update



Experimental Results 
• Robustness To Noise Overfitting: 

Average PSNR results w.r.t. iteration 𝑖 ∈ [𝑁𝐾] of 20 MRI scans (4x) and 20 CT scans (18 views) to show the 
impact of the autoencoding term. Vertical lines approximately indicate the start of the PSNR decay for every 
case 



Experimental Results 
• Main Results 



Experimental Results 
• Visualizations:  

Main Message: aSeqDIP
• is robust to overfitting artifacts.
• is applicable to many (non)linear 

tasks.
• outperforms all DIP-based methods 

in terms of reconstruction Quality. 
• is on-par with leading DM-based 

methods. 
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