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Introduction
Problem Description

• Generate identity-preserving images from user-provided reference image.

• Challenges: 1) controllability: the denoising objective is too weak to control subject identity.  
2) flexibility: existing models except GPT-4o cannot handle more general scenarios.
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Introduction
Motivation

• We advocate a training-free approach that utilizes the guidance of a pre-trained classifier 
without extra training of the generative model.

• It can be flexibly applied to various tasks by plug-and-play combination with classifiers.



Method
Preliminary: Classifier Guidance

• Consider an ODE-based diffusion model that learns a velocity field from noise      to data     :

• It can be controlled at test-time by adding a classifier gradient term:

Limitations

• It relies on a special classifier trained on noisy images     , and therefore can’t reuse existing 
classifiers trained on clean images     .

• Existing approximation techniques require a high number of iterations (100+).



Method
Classifier Guidance for Rectified Flow

• Using rectified flow (which is trained to be straight), training-free guidance can be cast to a 
fixed-point problem:

• We further introduce a reference trajectory to improve the stability of its solving process:
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Method
Implementation

• The derived method is implemented for a practical class of rectified flow assumed to be 
piecewise straight. 

• Combined with face (ArcFace) or object discriminators (DINOv2), it supports personalization 
for human faces and more general objects,



Personalized Generation Results
RectifID achieves better results than training-based approaches in a reasonable inference time.
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Figure 9: Additional face-centric personalization results with piecewise rectified flow (Yan et al.,
2024) based on SDXL (Podell et al., 2024).
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More Customization Results



Generalization

(a) Segmentation map

(b) Style transfer

Figure 7: Experimental results for more controllable generation tasks. The first column shows the
guidance, and the rest are the generated results. Our method is extended to various controllable gener-
ation tasks by incorporating the guidance functions from Universal Guidance (Bansal et al., 2024).

CelebA-HQ (Liu et al., 2015; Karras et al., 2018) and DreamBooth (Ruiz et al., 2023a) datasets for
quantitative and qualitative evaluation are released under the CC BY-NC 4.0 and CC-BY-4.0 licenses.

D Additional Results

D.1 Generalization

To validate the generalizability of our approach to broader application scenarios, we have extended
it to more controllable generation tasks by directly using the guidance functions from Universal
Guidance (Bansal et al., 2024). The experimental results under the guidance of segmentation map or
style image are illustrated in Fig. 7. As shown, our classifier guidance can perform both tasks without
any additional tuning, faithfully following the various forms of control signals provided by the user.
This confirms the adaptability of our approach for various controllable generation tasks.

While our classifier guidance is derived based on rectified flow, the same idea can be generalized
to some few-step diffusion models by assuming straightness of their trajectories within each time
step. We empirically demonstrate this in Fig. 8 with two popular few-step diffusion models, SD-
Turbo (Sauer et al., 2024) and phased consistency model (Wang et al., 2024a). As the results indicate,
our method effectively personalizes these diffusion models to generate identity-preserving images.
We will continue to explore this approach for other generative models in future research.

D.2 More Visualizations

More examples of our generated image are provided in Figs. 9 to 14. For face-centric personalized
image generation, it is shown that our method can follow a variety of text prompts to generate both
realistic or stylistic images while preserving the user-specified identity from a diverse group of people.
Although there exist minor differences in the person’s age and hairstyles, the face looks very similar
to the reference image. In particular, the method demonstrates good generalizability among different
piecewise rectified flows based on SDXL (Podell et al., 2024) and SD 1.5 (Rombach et al., 2022).
For subject-driven generation, new results are presented from additional subject types, including
different breeds of cats and dogs, and some regularly shaped objects such as vases, demonstrating
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Thanks for listening
Code is available at https://github.com/feifeiobama/RectifID

https://github.com/feifeiobama/RectifID

