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warm Up (Known Value Functions)

n(s) = ¥ (s) where
k* = argmaxy ex)V*(s)
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“The Problem of RL” —
Batch ERM




ERM Oracle Access

e Regression oracle access insufficient to learn optimal policy [Golowich, Moitra,
Rohatgi, 2024, Exploration is Harder than Prediction...]
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Observation 1

(a) MDP in which two policies going either only
left or right obtain low return but max-following
them would be optimal.



Observation 2
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(b) MDP with A = {right, left,up} where starting from s,,
max-following is far worse than optimal and starting from

so, different max-following policies have different values
(depending on tie-breaking).




Observation 3
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(a) MDP where small value approximation errors at sq
hinder max-following. Arrows representing transition
dynamics are color-coded red to indicate actions taken
by 7° and blue to indicate actions taken by 7'.
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Observation 4

R(s,1)
f
R(s,—1)
state

(b) MDP where the max-following value func-
tion is piecewise linear, but constituent policy’s
values are affine functions of the state for fixed
actions.



Approximate Tie-Breaking Policy Class

Approximate max-following policies: We define a set of 3-good policies at state s € S and time
h € [H], selected from a set IT¥, as follows.

Tsp(s) = {m € TI°: Vi1(s) 2 max Vii(e) = B).

Then we define the set of approximate max-following policies for IT* to be
Hg* = {n :Yh € [H],Vs € S, mp(s) = 7} (s) for some 7* € Tsn(s)}



Approximate Tie-Breaking Policy Class (I'IBk*)

Max, V, K(s)
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(b) MDP with A = {right, left,up} where starting from s,,
max-following is far worse than optimal and starting from

so, different max-following policies have different values
(depending on tie-breaking).




Algorithm

Algorithm 1 Maxlteration’! (IT¥)

1: for h € [H]| do
for k € [K| do
let pj be the distribution sampled by executing the following procedure:

sample a starting state so ~ po
for i € [h] do

2
3
4
5:
6: 811 ~ P( - | s;, meremaxs V5 (s3) (5,))
7
8
9

end for
output sy,
: VI:C = Ock; (/"’ha h’)
10: end for
11: end for .
12: return policy % = {7}, }ne(a) Where 7 (s) = w* 8™ relx] Vi (8)(3)




Theoretical Results

O(e) {

Values of base policy class Mk

O(e) {



Theorem 3.1

[Theorem 3.1: Maxlteration provides algorithm competitive with worst-case of benchmark class]

For any e € (0, 1], any MDP M with starting state distribution pg, any episode length H, and any K
policies TT¥ defined on M, let o € @(%4) and|3 € O(5).| Then Maxlteration(IT¥) makes|O(HK)

oracle queries and outputs # such that

E [VF(so)| > min, E [V™(s0)] - Ofe).
S0~ 10 weﬂg 50~



Lemma 4.1

[Lemma 4.1: Worst approximate max-following policy competes with best fixed policy] For any
e € (0,1] and any episode length H, let 8 € ©(4). Then for any MDP M with starting state distribution

1o, and any K policies IT¥ defined on M,

min [E Vs > max E VE(so)| = O(e).
ﬁen’;}* S0~ Ho [ ( O)] ke[K] SONMO[ ( 0)] ©



Experiments

{IIWA, box, no_obstacle, {Jaco, hollow_box, {Gen3, plate,goal_wall,

{Panda, dumbbell,
pick-and-place) object_door, push) trash_can) object_wall, shelf)

e Policy O Il Policy 1 B QL I Maxlteration

Dumbbell, PickPlace Box, PickPlace Plate, Shelf
Box, Trashcan Dumbbell, Push  Dumbbell, Trashcan
{ l {
Dumbbell, Trashcan Dumbbell, PickPlace  Plate, Trashcan
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Recap

o Max,V, (s) vhelH]
o |
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Value of 1 from Maxlteration " b
O(e) { ‘ ‘ m?
O C O(e) { .
Values of base policy class TT* Ty

Es~u[(VFF () — V() 2] @
1 Max-Iteration Algorithm (oracle-efficient) 2: Apx Max-Following Policy Class

n(s) = ¥ (s) where
K= argmaxkE[K]V"(s)

3: Superior to base policy class (w.h.p.)
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