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Warm Up (Known Value Functions)  



Intuition
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Intuition



“The Problem of RL” → 
Batch ERM



ERM Oracle Access 
● Regression oracle access insufficient to learn optimal policy [Golowich, Moitra, 

Rohatgi, 2024, Exploration is Harder than Prediction…] 
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Approximate Tie-Breaking Policy Class



Approximate Tie-Breaking Policy Class (Πβ
k*)
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Observation 2



Algorithm



Theoretical Results

Value of π’ from MaxIteration

Value of worst π from Πβ
k*

Values of base policy class Πk

O(ε) {

O(ε) {



Theorem 3.1



Lemma 4.1 



Experiments 



Recap

2: Apx Max-Following Policy Class1: Max-Iteration Algorithm (oracle-efficient)

3: Superior to base policy class (w.h.p.)
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