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1. Motivation
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Multi-Goal Problems

» Controlling robotic arms to grasp objects at any location on a table

» Operating fixed-wing UAVs to navigate towards any specified velocity vector

Goal-Conditioned Reinforcement Learning

Learns goal-conditioned behaviors that can achieve and generalize across a range of different goals

Challenge

» The additional goal space intensifies the complexity of exploration
» The goals used in sampling data and the order of these goals affects GCRL’s training efficiency and

effectiveness
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Mainstream methods
Based on HER' (Hindsight Experience Replay)

1. Relabel failed trajectories' Relabel desired goal and recompute reward.
, * step failed traj relabeled traj
| | Desired Goal -
failed trajectory o 0o 0 )) 0 0
1 1 1 1 )) 1, 1 1 ))

actually achieved goal

% N C ) o))

» Failed trajectories contribute almost nothing to policy optimization.

> If the failed but actually achieved goal state is considered as the desired goal, then this failed
trajectory becomes a successful one, which can help optimize the policy.

» Besides the last state, any state in the trajectory can be mapped to a potential hindsight goal.

Assigning valuable use to failure experiences, alleviating the exploration challenge!

1. Andrychowicz M, Wolski F, Ray A, et al. Hindsight experience replay[J]. Advances in neural information processing systems, 2017, 30.
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Mainstream methods

Based on HER (Hindsight Experience Replay)
2. Arrange behavioral goals’ *

*

1

% Learning to achieve desired goals in some orders

Initial state

» Evaluate policy’s ability of achieving goals based on the data in the ER, and sample behavioral
goals of appropriate difficulty for sampling training data

Further improve training efficiency by arranging behavioral goals!

1. Pitis S, Chan H, Zhao S, et al. Maximum entropy gain exploration for long horizon multi-goal reinforcement learning[C]//International Conference on Machine Learning. PMLR, 2020: 7750-7761.
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Mainstream methods
Based on HER (Hindsight Experience Replay)

Algorithm 1 Unified Framework for Multi-goal Agents

function TRAIN(*args):
Alternate between collecting experience using ROLLOUT

] ) alleviate the and optimizing the parameters using OPTIMIZE.
» Relabel failure experience = _
eXploratlon Cha”enge function ROLLOUT (policy Texplore, buffer B, xargs):
] . o Ig + SELECT(*args) i
» Evaluate policy’s ability of achieving _ So ¢ il state
. further improve fortin0...7 — 1do
goals based on the data in the ER, rain i b a1, S141 4 €XECULE Texpiore( ¢, g) in environment
. - raining eticiency by ry ¢ REWARD(s¢, at, S¢+1,9)
and select behavioral goals of arranging behavioral Stoe: S, e, Bert £y 5) Mteglay bofies B
appropriate difficulty for sampling _ _
o goa|s function OPTIMIZE (buffer 13, algorithm A, parameters 0):
training data 1ple mini- ={(s,a,s" 1,9, ~B

B’ < RELABEL(B, xargs)
Optimize 0 using A (e.g., DDPG) and relabeled B’

A general GCRL training framework

1. Pitis S, Chan H, Zhao S, et al. Maximum entropy gain exploration for long horizon multi-goal reinforcement learning[C]//International Conference on Machine Learning. PMLR, 2020: 7750-7761.
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Challenge of HER-based methods

St s ST+N-1

T
» HER-based methods make an implicit assumption  markovian Reward e Non-Markovian Reward gl —g
that the rewards depends only on the current T SxASR o TEDTT g a) oR bty =1
State (MarkOVian Reward’ MR) Under thIS Example: achieve a Examplé:machieve a desired velocity
assumption, any single state can potentially | desredvelodtyveciorg, .. legergmdpering o Ustes
become a hindsight goal. P, SU >+
St
ST
» However, when the computation of rewards
depends on multi-step states (Non-Markovian | rﬁs o o riéx
Reward, NMR), a failed trajectory may not contain Eéﬁﬁ?ﬁﬁ,‘;}f’ﬂfj;ﬁf?f; g s the pndsten flals i";f]stohf:%?tii:_fj 4 1, which
any state sequence that satisfies the reward. indicating that (so.;, do.;) is a successful | means s, can not be a hindsight goal for ..

trajectory for achieving s;.

Can a GCRL framework be proposed that does not rely on HER and can simultaneously address
both MR and NMR problems?
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2. Method
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Goal-conditioned on-policy reinforcement learning (GCPO)

IﬂSlg Nt refer to the two successful designs of HER-based methods

HER-based methods GCPO

Pre-training from demonstrations

4= alleviate the to provide a behavioral prior for

Relabel failure experience _
exploration challenge

the policy
(1) Evaluate policy’s goal- further improve (1) evgluate pOI?Cy, periodically |
achieving ability with the ~ 4mmm training efficiency by ) (2) estimate policy’s goal achieving
help of ER arranging behavioral ability with Off-Policy Evaluation
. oals (OPE) method
E)Z)hse[e ° Iapprcl)prlate ’ (3) select appropriate behavioral
ehavioral goals Joals

(3) optimize policy with off-

policy RL (4) optimize polify with KL-

Regularized on-policy RL
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General framework

1.Pre-Training from Demonstrations 2.0nline Self-Curriculum Learning

@ estimate Pag /\
S, pre-train f %

.

- e n, @ sample g~f(pag) . N
o Policy @3 online learning
Demonstrations A @
pursuing g F;-r-’
1.Pre-training from demonstrations 2.0nline self-curriculum learning
pre-training provides the policy with an initial design an online self-curriculum learning mechanism
ability to achieve some of the desired goals, that autonomously constructs a curriculum, generating
enhancing informative rewards during online behavioral goals that are incrementally more difficult

learning. than those the policy is currently capable of achieving.
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A practical implementation

1.Pre-training from demonstrations

ut|||Ze BehaV|Ora| C|0n|ng (BC) to pre'tra|n p0| |C|eS Algorithm 1 Goal-Conditioned Policy Optimization (GCPO) framework

Require: demonstrations D, distribution of desired goal py,, goal weight discount factor x, online
evaluation budget NV, probability transform function [
Ensure: w(-|s, g)

£ (9) —_— E (S a) NDE [log 7'[-9 (a ‘ S ) ] 1: Initialize goal-conditioned policy mal-|s, g ), goal buffer I3, which stores tuples of achieved goals
J

in evaluation and their corresponding weight (g, w,)

2: pre-train mo(-|s, g) by Eq.[1] > pre-train policy
3: while Not converge do
2.0nline self-curriculum learning S e i el et s

f; i;i;ﬁr\ goals, g1, g2, - . .. gn uniformly from pg & online policy evaluation

2.1 estimating the current policy’s goal-achieving ability, e e
L g B

employ GMM to estimate with historical evaluation data 15 ik, winovvon 5, it

:: fsh:eim collect enough online samples do o obou sl

2.2 sampling progressively challenging behavioral goals . mﬁd:f;”y o

1 19: end while

20:  update mp by Eq.[3on D = update policy

utilize inverse probability weighting, [furca(@ag.pas)](9) = L(’Q 21 end while
(¢’

2.3 Conducting online RL learning with behavioral goals

optimize policy with KL-regularized RL, Jxi(7m) = E[ 3,7 (r — Mog( Zeteels) )]

Ty mo, (atse)
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3. Experiments



Experiments

Settings

> Tasks

PointMaze Reach Fixed-wing velocity vector control



Experiments

Main Results

On PointMaze and Reach

Table 7: Comparison between GCPO and baselines on Reach and PointMaze. The mean and variance
of % success rates are presented over 5 random seeds. Optimal values are highlighted in bold, and
sub-optimal values are underlined.

Task Reward SAC + HER + MEGA BC GCPO
iy MR 100.0+£0.0 70.63+2.99 100.0+0.0
NMR 0.72+1.34 10.52+11.70 80.26+17.01
) 100.0+0.0 75.96+5.34 93.33+3.06
PointMaze
NMR 4.17+0.93 22.8+3.71 47.50+£8.06

» under MR settings, GCPO exhibits similar performance to HER-based methods.
» under NMR settings, GCPO shows significantly superior performance than HER-based methods.
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Main Results

On fixed-wing velocity vector control -
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Table 2: Comparison between GCPO and baselines on NMR. The mean and variance of % success

rates are presented over 5 random seeds. Optimal values are highlighted in bold, and sub-optimal .
values are underlined. _-——— === -——— _I | :1
] L] )
Demonstration :SA([:VI'EEERI : BC I GCPO WIO l([zlcpo wjlo : GCPO I I %0 50 U.SE 10 5 15 ?.DB 02 0(-34 ID'ff'oﬁ 08 01 02 03 04 05 06 o7
notation #T.ld._' tl'aj lEl'lgth + pl'e-tralnlng self-curriculum nvironment Steps e oal Difficulty Goal Difficulty
| | . ]
' i ' ' istributi 3
Do 10264 281.83+149.48 | 7 0820.57 I 31.2848.97 45.87£3.09 | (a) Success rate on MR and NMR _ (b) Histogram of achieved goals (c) .D:smbunop of goqls from self:
DL 27021 119.64:47.55 136.5421.97 T B UG RICaring
E D 18322186 100 " 1 0.0420.03 e | i | _ ‘ , _
Dy 34952 115.76%45.65 I 41.79+0.44 51.28%2.07 = 57.45+2.49 Figure 3: Main results of GCPO. ‘expert’ refers to the demonstrator that generates demonstrations.
DL 39835 116.56x47.62 | . 142.77+1.35 I 535123.18 | 59.90:1.78 = ‘BC’ refers to the pre-trained policy. Results are derived from experiments across 5 random seeds.
| I L — — — - For sub-figure (a), expert and BC are both evaluated in the NMR setting. For sub-figure (c), the

vertical axis represents the training progress, where 0, 1, - - - , 9 correspond to 10%, 20%, - - - , 100%
of the training progress, respectively.

» GCPO is applicable to both MR and NMR problems

» GCPO outperforms all baselines on NMR

» The learning progression of GCPO for both NMR and MR shows that GCPO is effective in solving
both types of problems
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Main Results

On fixed-wing velocity vector control
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Table 2: Comparison between GCPO and baselines on NMR. The mean and variance of % success i)
rates are presented over 5 random seeds. Optimal values are highlighted in bold, and sub-optimal 2 i
values are underlined. - —— o e = = o2 vz

Success Rate

Demonhuatlon SAC + HER BC I GCPO WIO I QCPO WIO I GCPO : oo 0.0 0.5 . 1.0 15 2.0 ] 0.2 0.4 ] 6 B 0.8 01 0.2 0.3 0.5 0e o7
notation  #traj traj length + MEGA 1 pre-training | self-curriculum | EmAronment SEps 18 GanakDitficUEy el DUy
DY, 10264 281.83+149 48 17.0840.57 i | 1128807 | 45.87+3.09 : (a) Success rate on MR and NMR :_(b) Histogram of achieved goals Lc) Dis[ributiop of goqls from self-
Dy 27021 1196424755 oo, o 3654197 ' o ' 43401385 | 49.12:1.67 6 ST EEEssssss URTHIn g lcariing
Dz 34952 115.76+45.65 — i 41792044 1 VPP 51084007 | 57.4502.49 j Figure 3: Main results of GCPO. ‘expert’ refers to the demonstrator that generates demonstrations.
D} 39835  116.56+47.62 42.77%1.35 I I 5351318 | 59.90+1.78 I ‘BC’ refers to the pre-trained policy. Results are derived from experiments across 5 random seeds.

| M— L — — — — For sub-figure (a), expert and BC are both evaluated in the NMR setting. For sub-figure (c), the
vertical axis represents the training progress, where 0, 1, - - - |9 correspond to 10%, 20%, - - - , 100%
of the training progress, respectively.

» Pre-training is crucial for the success of GCPO

« without pre-training, GCPO struggles to learn meaningful skills

« even with a pre-trained policy that initially exhibits inferior performance compared to the
demonstrator, GCPQO’s online self-curriculum learning facilitates significant improvement in the
policy’s performance, surpassing that of the demonstrator
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» Online self-curriculum facilitates the mastery of challenging goals

 the application of self-curriculum within GCPO leads to an average 8.2% increase in policy
performance compared to its absence

 online self curriculum mechanism systematically introduces more difficult goals into the
learning progression as the policy gains proficiency
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Ablation Studies

1. Ablation on Quantity of Demonstrations
2. Ablation on Goal Distribution of Demonstrations
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(a) Success rate of GCPO with dif-(b) Histogram of achieved goals of (c) Histogram of achieved goals of
ferent demonstration quantity the pre-trained policy GCPO policy

Figure 4: The influence of demonstration quantity and the distribution of goals covered by demon-
strations on GCPO. Dy, D,, D5 represent sets of demonstrations that are difficult, medium, and easy.
respectively. The pre-trained policies obtained from D, D, and D3 are denoted as ?T[f, ?Tg' , and ?T? :
respectively. The corresponding GCPO policies are denoted as 77, 75, and 73, respectively. Results
are derived from experiments across 5 random seeds.

* Anincrease in the quantity of demonstrations can enhance the performance of GCPO, yet the
marginal gains diminish as the quantity of demonstrations grows

« when preparing demonstrations for GCPO, it is preferable to sample goals and generate
demonstrations as closely as possible to the desired goal distribution
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Ablation Studies

3. Comparison on Different Self-Curriculum Methods
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Figure 5: Analysis of the influence of different self-curriculum methods on the learning progression
of GCPO, as well as a comparison between self-curriculum and non-curriculum methods. ‘expert’
and ‘None’ are two non-curriculum methods, where ‘expert’ refers to sampling goals from those that
the demonstrator can achieve, and ‘None’ signifies directly sampling from py,. Results are derived

from experiments across 5 random seeds.

Fig 5(a) suggests that different self-curriculum methods exhibit distinctly different learning progressions

Figs 5(b) and 5(c) show that there is no significant difference in performance between different self-
curriculum methods, whether in the learning progression or in the final policy

Figs 5(b) and 5(d) show that self-curriculum methods outperform non-curriculum methods in both
the learning progression and the final policy performance
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4. Discussion
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Our Contributions

» We propose an on-policy goal-conditioned reinforcement learning framework, GCPO, designed to address
the limitations of existing methods in solving non-Markovian reward (NMR) problems.

» We demonstrate the effectiveness of GCPO in handling both Markovian reward (MR) and NMR problems
through experimental evaluation.

Limitations

> In the implementation of the two components within GCPO, we employ relatively simple methods, such as
behavioral cloning and Gaussian mixture model. Whether the use of alternative methods could lead to more
efficient learning and better-performing policies is yet to be further validated

» Under the sparse reward setting, the successful training of GCPO relies on the pre-trained policy possessing
a certain level of goal-achieving capability. Otherwise, if the policy achieves nothing, it becomes ineffective in
establishing a self-curriculum.

» The specific implementation of GCPO has not explicitly incorporated components that are specifically
designed to handle NMR problems. It is not clear whether integrating the most advanced methods for
handling NMR problems within GCPO would lead to a more effective resolution
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Thanks for watching!

» Code is available at https://github.com/GongXudong/GCPO
» Happy to answer any questions by email:

gongxudong_cs@aliyun.com davyfeng.c@qqg.com



