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We propose DiMSUM, a hybrid Mamba-Transformer diffusion 
model that synergistically leverages both spatial and frequency 

information for high-quality image synthesis.

2



Highlight
Outperforms both DiT and DIFFUSSM

Requires less than a third training 
iterations than DiT and SiT.

Conditional image generation on 
ImageNet-1K 256 × 256 3



Highlight
Outperforms Zigma and other 

baselines in convergence rates.

Training convergence curves on CelebAConditional image generation on 
ImageNet-1K 256 × 256 4



First, let’s take a look at the wavelet 
transformation
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Input Image Wavelet level 2Wavelet level 1

Decompose image with wavelet transformation
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*Each window corresponds to a whole 
wavelet subband, which means our 
method can ____

Better capture long-range frequencies 
within wavelet subband

Preserve the structure consistency of 
frequencies across subbands

Perform scanning in frequency space
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Integration of condition input into Mamba

Mamba has no attention mechanism like Transformers. How can we 

incorporate conditional context into its process?

The answer is really simple, it lies in the recurrent process of Mamba.
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Integration of condition input into Mamba

ቊ
ℎ0 = ഥ𝑩𝑥0
𝑦0 = 𝑪ℎ0

ቊ
ℎ𝑡 = ഥ𝑨ℎ𝑡−1 + ഥ𝑩𝑥𝑡

𝑦𝑡 = 𝑪ℎ𝑡

ቊ
ℎ0 = ഥ𝑨ℎ−1 + ഥ𝑩𝑥0

𝑦0 = 𝑪ℎ0

Recurrent process of Mamba

where ഥ𝑨, ഥ𝑩, 𝑪 are the parameter triplet of Mamba

where ℎ−1 = 𝐿inearD c  is a linear projection 

of context input c

Inject context 

condition c
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Now, let’s dive into the architecture
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DiMSUM Architecture

Inherit the simplicity in 

design of DiT architecture

11



Only a single transformer block is 

added which is shared throughout 

the architecture.

Transformer block is inserted after 

every 4 DiM Block, resulting in only 

marginal compute overhead.

#Params is still comparable with 
DiT-L (460M vs 458M)
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We introduce two key components:

(1) Spatial-Frequency Mamba

DiM Block design

Input features are split by channels, with 
one half assigned to the spatial branch 
and the other to the frequency branch.

Spatial branch is just a Mamba 
Block with sweep scan

Frequency branch is our proposed 
Wavelet Mamba Block

14



We introduce two key components:

(1) Spatial-Frequency Mamba

DiM Block design

(2) Cross-Attention fusion layer

Fusing spatial branch & frequency 

branch by simply swapping their queries 
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We introduce two key components:

(1) Spatial-Frequency Mamba

DiM Block design

(2) Cross-Attention fusion layer

Fusing spatial branch & frequency 

branch by simply swapping their queries 
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Ablation studies on CelebA
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(a) Scanning (b) Components

(c) Frequency types



Generated examples
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Unconditional CelebA Class-Conditional ImageNet



Sampling speed
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Thank you for 
watching!       

Please scan this for 
more information
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