
Noise Contrastive Alignment of Language Models with Explicit Rewards

We propose a general LLM alignment framework that can:

1) Address the chosen likelihood decrease problem of DPO.

2) Handle alignment dataset labeled by scalar rewards.

3) Unifies contrastive learning (NCE) and LLM alignment theories.

4) Subsumes DPO as a special case of InfoNCE-based methods.
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Method: InfoNCA and NCA methods for both reward&preference alignment. Experimental Findings:

1) Reward information is helpful and useful. Do not throw them away!

2) Suboptimal responses are also important for LLM alignment.

4) NCA effectively prevents chosen likelihood from decreasing.

3) NCA is extremely helpful in reasoning tasks like math and coding.


