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Background
Protein Optimization

Mutation at Pos 1 Mutation at Pos 2
ℒ𝙼𝙻𝙼 = 𝔼x∼X 𝔼M [ ∑

m∈M

− log p(xm |x/M)]

𝚏𝚒𝚝𝚗𝚎𝚜𝚜(x𝚖𝚝) ≃ ∑
m∈M

log p(xm = x𝚖𝚝
m |x𝚠𝚝

/M) − p(xm = x𝚠𝚝
m |x𝚠𝚝

/M)

Figure 1: The overview of protein fitness landscape.
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Method
Rank-based Denosing Diffusion Process

Figure 2: The training process of DePLM



Method
Denoising Module

Figure 3: The architecture overview of DePLM.



Results
Performance comparison



Results
Generalization ability



Results
Ablation study

Figure 5.Visualization of 
the impact of denoising 

process on the 
evolutionary likelihood

Figure4. Visualization of 
the impact of optimization 

targets 

and size of training data 

on performance



Thanks!

Codes are available at https://github.com/HICAI-ZJU/DePLM 
Email: yuanzew@zju.edu.cn

https://github.com/HICAI-ZJU/DePLM
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