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Problem Setup
• Complex physical system control task : for a control objective 𝒥, find 

the optimal control signal 𝐰∗ such that 𝐰∗ and the resulted system states 𝐮
minimize 𝒥 under physical dynamics constraints 𝓒 𝒖,𝒘 = 𝟎: 

𝐰∗ = argmin𝐰𝒥 𝐮,𝐰 ,
𝐬. 𝐭. 𝓒 𝒖,𝒘 = 𝟎

• E.g. how to control movement of wings of a jellyfish, such that it could
achieve the highest speed in fluid, under the constraints of its boundary
shapes and fluid dynamics

Fusion control Underwater robot control Rocket control
3



Key challenges

l Physical systems are typically high-dimensional, highly nonlinear 

l Observed control signals are far from optimal solutions
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Prior Works

• Classical numerical methods

• Pros: (1) first principle-based, (2) accurate, (3) with guaranteed error

• Cons: (1) computationally costly, (2) need rich expert knowledge, (3) weak at high-
dimensional problems

• Recent deep learning-based and reinforcement methods

• Pros:  (1) less engineering efforts, (2) offers speedup

• Cons: suffer from adversarial/myopic mode
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Approach
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Approach - EBM Perspective

l Reformulate the physical system control task as:

𝐮∗, 𝐰∗ = argmin𝐮,𝐰 𝐸% 𝐮,𝐰 + 𝜆 ⋅ 𝒥 𝐮,𝐰
𝐸#: energy-based model (EBM); serves the purpose of a surrogate model in approximating PDE
constraints

𝐸# is learned by diffusion models 𝝐𝜽: 𝛁𝜽𝑬𝜽 ≈ 𝝐𝜽

7(𝐮,𝐰)

𝐸

Probability: 𝑝 𝐮,𝐰 = 1
Physical constraints: 𝒞 𝐮,𝐰 = 𝟎

𝑝 𝐮,𝐰 ∝ exp(−𝐸(𝐮,𝐰))
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𝐸
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Approach - EBM Perspective

l Reformulate the physical system control task as:

𝐮∗, 𝐰∗ = argmin𝐮,𝐰 𝐸% 𝐮,𝐰 + 𝜆 ⋅ 𝒥 𝐮,𝐰
𝐸#: energy-based model (EBM); serves the purpose of a surrogate model in approximating PDE
constraints

𝐸# is learned by diffusion models 𝝐𝜽: 𝛁𝜽𝑬𝜽 ≈ 𝝐𝜽

l Training:

Loss 𝓛 = 𝔼&∼( ),* ,𝐳∼, 𝐳 ,𝝐∼𝒩 𝟎,𝐈 [ 𝝐 − 𝝐%( <𝛼&𝐳 + 1 − <𝛼&𝝐, 𝑘) 1

1
], where 𝐳 = [𝐮,𝐰]

l Inference (sampling)

𝐳* ∼𝒩 𝟎, 𝐈 ,

𝐳&23 = 𝐳& − 𝜂 𝝐% 𝐳&, 𝑘 + 𝜆∇𝐳𝒥 H𝐳& + 𝛏3, 𝛏3 ∼ 𝒩 𝟎, 𝐈 ,
where A𝐳% is a noise-free estimation of 𝐳&, 𝐳% = [𝐮% , 𝐰%]
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Approach - Prior Reweighting

l Motivation: how to obtain control sequences superior to those in training dataset?

l Reweighted joint distribution (0 < 𝛾 ≤ 1)

𝑝! 𝐮,𝐰 ≔ 𝑝! (𝐰)𝑝(𝐮│𝐰)/𝑍= 𝑝!"# 𝐰 𝑝(𝐮,𝐰)/𝑍 (𝑍 is the normalization constant)

l Reweighted energy based model form by taking logarithm:

𝐸(!) 𝐮,𝐰 = 𝛾 − 1 𝐸& 𝐰 + 𝐸' 𝐮,𝐰 − log 𝑍

l Similarly, learn ∇𝐸& 𝐰 by diffusion model 𝜖&

l Inference (sampling):

𝐳("# = 𝐳( − 𝜂 𝜖' 𝐳(, 𝑘 + 𝜆∇𝐳𝒥 >𝐳( + 𝛏#,

𝐰("# = 𝐰("# − 𝜂 𝛾 − 1 𝜖& 𝐰(, 𝑘 + 𝛏*,

where 𝛏#, 𝛏* ∼ 𝒩 𝟎, 𝐈 , 𝐳( = [𝐮(, 𝐰(]
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Results

• Our method tested in 3 different control tasks across 1D Burgers’ equation and 2D Navier-
Stokes equation.
• 1D Burgers’ equation state control

• 2D jellyfish control

• 2D smoke movement control

• DiffPhyCon demonstrates superior control performance
• Better control metrics compared widely used RL methods.

• A fast-close-slow-open pattern unveiled in 2D jellyfish movement, aligning with established findings in fluid 
dynamics
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Results - 1D Burgers’ Equation

𝜕𝐮
𝜕𝑡

= −𝐮 ⋅
𝜕𝐮
𝜕𝒙

+ 𝜈
𝜕!𝐮
𝜕𝒙𝟐

+𝐰 𝑡, 𝒙 , in 0, 𝑇 ×Ω

u 𝑡, 𝒙 = 𝟎, on 0, 𝑇 ×𝜕Ω
u 0, 𝒙 = 𝐮𝟎 𝒙 , in 0 ×Ω

Control objective: (𝑢$(𝑥) is target state)

𝐽%&'(%) = ∫ 𝑢 𝑇, 𝑥 − 𝑢$(𝑥)
! d𝑥

Energy cost: ∫ 𝑤 𝑡, 𝑥 !d𝑡d𝑥
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DiffPhyCon achieves the best Performance



Results - 2D Jellyfish Movement Control
The implicit physical dynamic is Navier-Stokes Equation:

𝜕𝐯
𝜕𝑡 + 𝐯 ⋅ ∇𝐯 − 𝜈∇

!𝐯 + ∇𝑝 = 0
∇ ⋅ 𝑣 = 0

𝐯 0, 𝒙 = v𝟎 𝒙

Control objective: maximize average moving speed 𝑣̅ of the jellyfish, under energy cost constraints 𝑅(𝐰) of
opening angles 𝐰 of it wings:

𝒥 = −𝑣̅ + 𝜁 ⋅ 𝑅(𝐰)
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DiffPhyCon achieves
the highest moving
speed and lowest
control objective.



Results - 2D Jellyfish Movement Control
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Our method presents a desired fast-close-slow-open pattern.



Results - 2D Jellyfish Movement Control

Control results of DiffPhyCon are aligning with established findings in fluid dynamics
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“Numerical results indicate that a 
significant fast-close-slow-open motion 
is more likely to achieve higher speed, 
efficiency, and stability”

--Kang et al, Physics of Fluids, 2023



Results - 2D Smoke Control
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Limitation and Future Work

• Efficiency
• The inference currently involves hundreds of denoising steps. How to accelerate inference 

process by using e.g. , distillation or DDIM sampling methods?

• Online training
• The training is currently conducted in an offline fashion, lacking interaction with a ground-

truth solver. Incorporating solvers into the training framework could adapt to dynamicl
environment and discover novel strategies and solutions

• Closed-loop inference
• Inference presently operates in an open-loop manner. Integrating feedback from

environments would empower the algorithm to adjust subsequent control decisions based 
on the evolving state of the environment
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Thank you!

If you have any questions, please feel free to contact us at:

weilong@westlake.edu.cn

hupeiyan18@mails.ucas.ac.cn

fengruiqi@westlake.edu.cn

wutailin@westlake.edu.cn
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