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Introduction

Consider the following general high-dimensional single index model (SIM):

Y = g(β⊤X, ϵ) with ϵ ⊥ X.

The link function g(·) is unknown.

β = (β1, . . . , βp)
⊤ ∈ Rp, and p can be much larger than sample size n.

This model covers linear models, generalized linear models and classical SIM.
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Introduction

We are interested in the following problems:

Group inference problem

H0,G : βj = 0 for all j ∈ G versus H1,G : βj ̸= 0 for some j ∈ G.

Where G is a prespecified subset of {1, 2, . . . , p} with p0 = |G|.

Simultaneous inference problem

H0j : βj = 0 versus H1j : βj ̸= 0 for 1 ≤ j ≤ p.

Applications: for example, in genome-wide association studies:

Variant sets analysis.

Identifying specific genes.
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Our contributions

A high-dimensional robust inference framework.

Extension of the rank-LASSO procedure in Rejchel and Bogdan (2020).

Asymptotically honest group inference procedure.

Multiple testing procedure controlling false discovery rate (FDR).
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Robust inference framework

Consider the pseudo-linear model:

h(Y ) = β⊤
h X + e.

h(·) is a transformation function.

βh = (βh1, . . . , βhp)
⊤.

The error term e satisfies E(eX) = 0.

Under linear condition, βh is proportional to β.

We can recast the general SIM into a pseudo-linear model.
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Robust inference framework

Problems aforementioned can be transformed as:

Group inference problem

H′
0,G : βhj = 0 for all j ∈ G versus H′

1,G : βhj ̸= 0 for some j ∈ G.

Simultaneous inference problem

H′
0j : βhj = 0 versus H′

1j : βhj ̸= 0 for 1 ≤ j ≤ p.

For robust consideration, we consider the distribution transformation of Y , denote as F (Y ).
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Group inference procedure
For each individual H′

0j : βhj = 0, define the standardized test statistic

T̃nj =
1

σ̂j
√
n

n∑
i=1

{
Fn(Yi)− 1/2− Z⊤

ij γ̂j

}
(Xij − Z⊤

ij θ̂j),

Fn(Yi) = n−1
∑n

j=1 I(Yj ≤ Yi) and σ̂2
j is the estimator of variance.

γ̂j is subvector of β̂h without β̂hj , pλY
(·) is the penalty function and

β̂h = arg min
βh∈Rp

(2n)−1
n∑

i=1

{
Fn(Yi)− 1/2−X⊤

i βh
}2

+

p∑
l=1

pλY
(|βhl|).

Zij is subvector of Xi without Xij , pλX
(·) is the penalty function and

θ̂j = arg min
θj∈Rp−1

1

2n

n∑
i=1

(
Xij − Z⊤

ij θj

)2
+

p−1∑
l=1

pλX
(|θjl|),
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Group inference procedure

For group inference problem, we consider the maximum type test statistic. That is,

Mn,G = max
j∈G

T̃ 2
nj .

We can reject the null hypothesis H0,G at the significant level α if and only if

Mn,G ≥ cG(α),

where cG(α) = 2 log p0 − log log p0 + qα and

qα = − log(π)− 2 log log(1− α)−1.
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Simultaneous inference procedure

Define H0 = {j : βj = 0, j = 1, . . . , p}. At a given threshold level t > 0, H0j is rejected if

|T̃nj | ≥ t. Accordingly, the false discovery proportion (FDP) and FDR are

FDP(t) =

∑
j∈H0

I
(
|T̃nj | ≥ t

)
max

{∑p
j=1 I

(
|T̃nj | ≥ t

)
, 1
} , FDR(t) = E{FDP(t)}.

As H0 is unknown, we use pG(t) to approximate
∑

j∈H0
I(|T̃nj | ≥ t), where

G(t) = 2− 2Φ(t).
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Simultaneous inference procedure

In summary, we have the following procedure controlling the FDR and FDP at a pre-specified
level 0 < α < 1:

1 Let bp =
√
2 log p− log log p and define

t̂ = inf

{
0 ≤ t ≤ bp :

pG(t)

max
{∑p

j=1 I
(
|T̃nj | ≥ t

)
, 1
} ≤ α

}
.

2 If t̂ does not exist, then let t̂ =
√
2 log p. We reject H0j whenever |T̃j | ≥ t̂.
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Application to Bacillus Subtilis dataset

Description of the dataset

n = 71 observations of strains of Bacillus Subtilis.

p = 300 covariates, measuring the log-expression levels of 300 selected genes.

The response variable is logarithm of the riboflavin production rate.

We are interested in

Detect which genes are associated with riboflavin production rate.
▶ 10 significant genes with the FDR level of 0.1, denote as G1.
▶ 15 significant genes with the FDR level of 0.2, denote as G2.

Test whether there exist other significant genes in Gc
1 or Gc

2.
▶ P -values correspond to Gc

1 and Gc
2 are 0.727 and 0.937.

▶ No significant gene in Gc
1 and Gc

2.
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Thanks for listening
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