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Problem Statement: Domain generalization (DG) addresses the challenge of training a 

model on one or more distinct but related domains to enable it to generalize effectively to 

test domains with domain shifts. 

Contributions: 

• We propose to adapt CLIP through Channel rEfinement and Image-text aLignment 

(CLIPCEIL), ensuring the visual feature channels contain the domain-invariant and class-

relevant information while preserving the image-text alignment.

• Our model integrates multi-scale CLIP features by using a self-attention mechanism, 

technically implemented through one Transformer layer.

• We comprehensively evaluate our proposed method on five widely used Domain 

Generalization benchmarks. The results demonstrate that our method achieves state-of-

the-art performance.
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Observation: As shown in above Figures (a), many CLIP visual feature channels exhibit 

unstable activations across domains (illustrated by the blue histogram), indicating a lack of 

domain invariance. Similarly, as shown in Figure (b), many CLIP visual feature channels 

show insensitivity, and thus indiscriminative to class variations.
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To answer it, we conduct a simple experiment using the pre-trained CLIP model on 

OfficeHome dataset. Given the original 512 CLIP visual feature channels, we select the 

ones with low domain variance and high class variance. As shown in Table 1, the simple 

feature channel selection improves the CLIP zero-shot generalizability.
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Overview of CLIPCEIL  

Architecture of Adapter 𝒈
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denotes ResNet-50 backbone; 

denotes frozen CLIP ViT-B/16 

encoder; 

denotes fine-tuning the entire 

CLIP ViT-B/16 encoder, * denotes 

the two rounds inference-time 

fine-tuning. 

Red and indicate the best 

performance in each group.

Comparison with the State-of-the-art methods

t-SNE visualization on image features 
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