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Federated Learning
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 Federated Learning (FL)

➢ Federated learning (FL) is a promising paradigm of distributed machine learning as it does not 

require  sharing raw data between FL participants (FL-PTs), thereby upholding the privacy 

considerations.

 General FL Training Process

➢ Multiple FL-PTs train a shared model locally with their own dataset, and upload their local model 

updates to a central server (CS), which then aggregates these model updates and distributes the 

model updates to each FL-PT.

➢ This iterative interplay between the CS and FL-PTs persists until the global model achieves 

convergence.

 Application Domains in business sector

➢ Digital banking, ridesharing, recommender systems, health care, and Electric Vehicle(EV) charging services, 

among others



Scenario

Motivating Example 1: Banks

➢ Regional banks have different user groups from their 

respective regions and are independent, while the 

banks in the same region can compete for users
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Motivating Example 2: Drug Discovery

• An FL platform, MELLODDY, has been developed for drug discovery, currently comprised of 10 pharmaceutical 

companies, academic institutions, large industrial companies and startups, where competition exists when there are 

multiple organizations that are in the same market area.

 Two features: Self–interest, Competition 

➢ The free-riding problem is in which some FL-PTs benefit from the contribution by others without making 

any contribution to the FL ecosystem.

➢ There is a potential conflict of interest between some two FL-PTs.

A FL Manager

√Ensures the absence of the free riders;

√Avoids the conflict of interest;

√Optimal collaboration among independent coalitions.

Every company is selfish;

There exists competitions between companies.

Every company is self-interest;

There exists competitions between companies.

√Ensures the absence of the free riders ;

√Avoids the conflict of interest;

√Optimal coalition formation with the two constraints 

above.

A FL Manager
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 Relationships among FL-PTs 𝑽={𝒗𝟏,𝒗𝟐,…,𝒗𝒏}  

➢ Benefit Graph 𝐺𝑏 = (𝑉, 𝐸𝑏). If 𝑣𝑖 can benefit from 𝑣𝑗’s data, then there is a directed edge from 𝑣𝑗 to 

𝑣𝑖(i.e.,(𝑣𝑗 , 𝑣𝑖)∈𝐸𝑏) and the weight of this edge is 𝑤𝑗,𝑖>0.

➢ Competing Graph 𝐺𝑐 = 𝑉, 𝐸𝑐 . For any two FL-PTs 𝑣𝑖 and 𝑣𝑗, if they compete against each other,  then there is 

an undirected edge between 𝑣𝑖 and 𝑣𝑗 (i.e.,(𝑣𝑗 , 𝑣𝑖)∈𝐸𝑐) and if they are independent of each other, then 

(𝑣𝑗 , 𝑣𝑖)∉𝐸𝑐.

➢ Data Usage Graph 𝐺𝑢 = 𝑉, 𝐸𝑢 . Let 𝑋=(𝑥𝑗,𝑖) be an n×n matrix where 𝑥𝑗,𝑖∈{0,1}: for two different FL-PTs 𝑣𝑖 

and 𝑣𝑗, 𝑥𝑗,𝑖 is set to one if 𝑣𝑗 will contribute to 𝑣𝑖 in the FL training process and 𝑥𝑗,𝑖 is set to zero otherwise.

➢ 𝐺𝑢 will be a subgraph of the benefit graph 𝐺𝑏.

Known Parameters:

Decision Variables 𝑋 = 𝑥𝑗,𝑖 :



➢ For any FL-PT 𝑣𝑖∈𝑉, there exists a FL-PT 𝑣𝑗 ∈𝑉 that benefits 𝑣𝑖 if and only if there exists at 

least one FL-PT 𝑣𝑘 that can benefit from 𝑣𝑖.  Each FL-PT 𝑣𝑖 ∈ 𝑆𝑘 is only concerned with the 

contributions of other FL-PTs within the same 𝑆𝑘. 

 Collaboration Principles

➢ For any two competing FL-PTs 𝑣𝑖 and 𝑣𝑗, 𝑣𝑗 is unreachable to 𝑣𝑖 in the data usage graph 𝐺𝑢.

Principle 1. Absence of free riders 

Coalitions: A partition 𝜋 = 𝑆1, 𝑆2, … , 𝑆𝐾  is said to be a set of  coalitions if we have for any 𝑆𝑘 ∈ 𝜋 with | 𝑆𝑘 | ≥ 2 and 

𝑣𝑖 ∈ 𝑆𝑘 that σ𝑣𝑗∈𝑆𝑘− 𝑣𝑖
𝑤𝑖,𝑗 > 0 𝑎𝑛𝑑 σ𝑣𝑗∈𝑆𝑘− 𝑣𝑖

𝑤𝑗,𝑖 > 0

Principle 2. Avoiding conflict of interest

 Problem to Be Solved

➢ The problem of this paper is to find a partition 𝜋 of FL-PTs such that

⚫ Principles 1 and 2 are satisfied.

⚫ Subject to Principles 1 and 2, no coalitions of π (i.e., no subset 𝜋′ of 𝜋) can collaborate together and be merged into a 

larger coalition 𝑆′ =∪𝑆𝑘∈𝜋′ 𝑆𝑘with a higher utility 𝑢(𝑆′). Formally, let

 Π = 𝜋′ ⊆ 𝜋 σ𝑠𝑘∈𝜋′ 𝑢 𝑆𝑘 < 𝑢 𝑆′ , 𝑃𝑟𝑖𝑛𝑐𝑖𝑝𝑙𝑒𝑠 1 𝑎𝑛𝑑 2 𝑎𝑟𝑒 𝑠𝑎𝑡𝑖𝑠𝑓𝑖𝑒𝑑 𝑏𝑦 𝑆′ . Then Π = ∅.
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➢ We find a partition ො𝜋 = { መ𝑆1, መ𝑆2, … , መ𝑆𝐻} of all FL-PTs 𝑉 such that the FL-

PTs of each subset መ𝑆ℎ ∈ ො𝜋 are independent of each other. 

➢ መ𝑆ℎ ∈ ො𝜋 is further partitioned into several subsets/coalitions, denoted as 

𝑆𝐶𝐶ℎ = { መ𝑆ℎ,1, መ𝑆ℎ,2, … , መ𝑆ℎ,𝑦ℎ
} such that for all 𝑙 ∈ 1, 𝑦ℎ , 𝐺𝑏( መ𝑆ℎ,𝑙) is a 

strongly connected component of 𝐺𝑏( መ𝑆ℎ).

➢ For any coalitions of ∪ℎ=1
𝐻 𝑆𝐶𝐶ℎ, we merge these coalitions into a larger 

one if doing so achieves a higher coalition utility without violating 

Principles 1 and 2.

 Main Idea 



➢ In the graph 𝑍𝑏, there is a directed edge 

from ො𝑣𝑙 to ො𝑣𝑙′  if and only if there exist two 

nodes 𝑣𝑖 ∈ ො𝑣𝑙 and 𝑣𝑗 ∈ ො𝑣𝑙′  such that (𝑣𝑖, 

𝑣𝑗) is a directed edge in the benefit graph 

𝐺𝑏.

➢ In the graph 𝑍𝑐, there is an undirected 

edge between ො𝑣𝑙 and ො𝑣𝑙′ if and only if 

there exist two nodes 𝑣𝑖 ∈ ො𝑣𝑙 and 𝑣𝑗 ∈ ො𝑣𝑙′

such that (𝑣𝑖, 𝑣𝑗) is an undirected edge in 

the competing graph 𝐺𝑐. 

 New Graph: 𝒁𝒃 𝒂𝒏𝒅 𝒁𝒄  Merge Operation 

➢ MergeCycle: While there is a node ො𝑣𝑦𝑖
 of 𝑍𝑏 with | ො𝑣𝑦𝑖

| = 1 such that (i) there is a cycle ( ො𝑣𝑦1
, ො𝑣𝑦2

,…, ො𝑣𝑦𝜃
, ො𝑣𝑦1

) in the graph 𝑍𝑏 

that contains ො𝑣𝑦𝑖
  and (ii) the nodes ො𝑣𝑦1

, ො𝑣𝑦2
,…, ො𝑣𝑦𝜃

of this cycle are independent of each other do Merge Operation.

➢ MergePath: While there is a node ො𝑣𝑦𝑖
 of 𝑍𝑏 with | ො𝑣𝑦𝑖

| = 1 such that (i) there is a simple path ( ො𝑣𝑦1
,…, ො𝑣𝑦𝑖

,…, ො𝑣𝑦𝜃
) with ො𝑣𝑦1

≥

2 and ො𝑣𝑦𝜃
≥ 2 and (ii) the nodes ො𝑣𝑦1

, ො𝑣𝑦2
,…, ො𝑣𝑦𝜃

of this cycle are independent of each other do Merge and MergeCycle 

Operation.

➢ MergeNeighbors: While there is an edge ( ො𝑣𝑙, ො𝑣𝑙′) of 𝑍𝑏 with | ො𝑣𝑙| ≥ 2 and | ො𝑣𝑙′ | ≥ 2  such that ො𝑣𝑙 and ො𝑣𝑙′  are independent of 

each other do Merge, MergeCycle and MergePath Operation. 
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Experimental Settings

 A Naive Pre-Processing Procedure

➢ FedAvg: A vanilla FL algorithm.

➢ FedProx and SCAFFOLD: Represent two typical approaches that make the aggregated model at the CS. 

➢ pFedHN and pFedMe: Two approaches based on hypernetworks and meta-learning respectively.

➢ FedDisco and pFedGraph: Based on data complementarity. 

➢ FedOra: Assesses if a FL-PT generalization performance can benefit from knowledge transferred from others and 

maximizes it. 

➢ Local: Each FL-PT simply takes local ML training without collaboration.   

➢ We use the operations in lines 1-4 of Algorithm 1 to generate a set of coalitions, denoted as ∪ℎ=1
𝐻 𝑆𝐶𝐶ℎ, 𝑤ℎ𝑒𝑟𝑒 𝑆𝐶𝐶ℎ =

{ መ𝑆ℎ,1, መ𝑆ℎ,2, … , መ𝑆ℎ,𝑦ℎ
}. This makes the previous FL approaches applicable to the scenario of this paper.

 Baselines

 Datasets

➢ Synthetic data: A randomly generated dataset for regression tasks, which is generated in a similar way that has been used 

in literature. 

➢ CIFAR-10 and CIFAR-100: Both the CIFAR-10 and CIFAR-100 datasets contain 60,000 color images for image 

classification tasks but have different levels of complexity. CIFAR-10 images have 10 classes with 6,000 images per class, 

while CIFAR-100 is more complex and has 100 classes with only 600 images per class.

➢ eICU: A dataset collecting electronic health records (EHRs) from many hospitals across the United States admitted to the 

intensive care unit(ICU). The task is to predict mortality during hospitalization.



Experimental Results under Synthetic Data

Two settings are considered:

➢ Weakly Non-IID setting: There exists a quantity skew, i.e., a significant difference in the sample quantities of FL-PTs.

➢ Strongly Non-IID setting: Conflicting learning tasks are generated by flipping over the labels of some FL-PTs.

Results: FedEgoists has the best 

performance compared with baselines.



Experimental Results under CIFAR-10 and CIFAR-100

Results: FedEgoists has the best 

performance compared with the 

nine baselines.

CIFAR10:

CIFAR100:

Setting: We show the 

performance of the proposed 

approach when 𝛼 takes different 

values in {0.05,0.1,0.2,0.3,0.4}, 

representing different levels of 

competing intensity between FL-

PTs.



 New Metric 

➢ rα,l,p ∶ The performance of the proposed approach.

➢ rα,l,i  ∶ The performance of the i-th baseline approach. i ∈ 1,2, … , 9
➢ l∗: l∗ = argmaxl∈ 1,5 (maxi∈ 1,9 rα,l,i − rα,l,p) where maxi∈ 1,9 rα,l,i is the best performance of all the baseline approaches 

in the l∗-th trial and maxi∈ 1,9 rα,l,i − rα,l,p is their performance improvement (or the difference) to the proposed approach, 

which may be negative if the proposed approach achieves a better performance.



Experimental Results under eICU

Results: Extensive experiments over real-world datasets have demonstrated the effectiveness of the proposed solution 

compared to nine baseline methods, and its ability to establish efficient collaborative networks in cross-silos FL with FL-PTs 

that engage in business activities.

➢ There are ten hospitals in total, with {𝑣𝑖}𝑖=0
4  as large hospitals and {𝑣𝑖}𝑖=5

9  as small 

hospitals. 

➢ Due to the extreme imbalance of data labels, where over 90% are negative labels, we 

use the AUC scores to evaluate the performance of the trained model

Settings:



Thank you for your listening!

Any questions?
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