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Visual In-context Learning (VICL)

• inference using task&data domain provided by in-context prompts
• built on masked modelling
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How to choose in-context examples?

• random sample
• ranking the candidates

• right metric
• proper comparison set



Rank in-context examples



List-wise ranker with consistency-aware aggregator



List-wise ranker with consistency-aware aggregator

transformer-based ranker
• sample a subset from alternative set
• concatenate their features from DINOv2
• process with extra transformer layers
• predict rankings with all class tokens

optimization: margin loss + NeuralNDCG + MSE



List-wise ranker with consistency-aware aggregator

aggregate all piecewise ranking prediction for a consistent global ranking



Experiment results



Experiment results



Thank you!
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