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Large-Scale Visual Datasets



Scaling Data

MNIST



Scaling Data

CIFAR-10



Scaling Data

ImageNet



Modern Large Visual Datasets
YFCC, 100M CC,12M DataComp, 1B

from Flickr filtered web images and text aligned image-text pairs 
from Common Crawl

Thomee et al., ’16; Changpinyo et al., ’21; Gadre et al., ’23



Datasets are general enough?

YFCC = CC = DataComp =                      ?                                                   



Dataset Classification, Revisited
2011 2024

Caltech-101, COIL-100, ..., or LabelMe?

Larger
More diverse

More representative

YFCC, CC, or DataComp?

39% for SVM 82% for modern neural network
Liu & He, A Decade’s Battle on Dataset Bias: Are We There Yet? ’24



What are the concrete forms of bias?

YFCC CC DataComp

82% Biased!

Semantics? Spatial? Structure? Color? Frequency? …



Guess?

Semantics: Semantic Segmentation

YFCC CC DataComp

fine-grained semantic annotation



Semantics: Semantic Segmentation

YFCC CC DataComp

67.6%

fine-grained semantic annotation



Semantics: Image Captioning

63.8% (short) / 66.1% (long)

YFCC CC DataComp

semantic representations with no visual information



Semantics: Variational Autoencoder

77.4%

YFCC CC DataComp

may encode semantic information and suppress low-level signatures



Semantics: Variational Autoencoder

77.4%

YFCC CC DataComp

may encode semantic information and suppress low-level signatures

Semantic bias is an important component of dataset bias



Structures: Segment Anything Model

73.2%

YFCC CC DataComp

high-quality class-agnostic object segmentation masks



Structures: Depth

73.1%

YFCC CC DataComp

fine-grained spatial context and relative object positioning



Structures: Depth

73.1%

YFCC CC DataComp

fine-grained spatial context and relative object positioning

Object shape and spatial geometry variations are significant 



CC

Spatial Permutations: Pixel Shuffling

52.2% (random) / 58.5% (fixed)

YFCC DataComp

color distribution of pixels



Spatial Permutations: Patch Shuffling

80.1% (random) / 81.2% (fixed)

CCYFCC DataComp

preserves more local spatial information



Spatial Permutations: Patch Shuffling

80.1% (random) / 81.2% (fixed)

CCYFCC DataComp

preserves more local spatial information

Completely destructing the local structure can largely reduce dataset bias
Patch-level local structures suffices to identify dataset signature



Mean RGB

48.5%

CCYFCC DataComp

abstracts the pixel details into a constant RGB color map



Mean RGB

YFCC is much darker than CC and DataComp



Synthetic Image: Unconditional Generation

77.6%

CCYFCC DataComp

trains an unconditional diffusion model on each dataset



Synthetic Image: Unconditional Generation

77.6%

CCYFCC DataComp

trains an unconditional diffusion model on each dataset

Synthetic images can inherit the bias in diffusion model training images



Synthetic Image: Text-to-Image

58.1%

CCYFCC DataComp

potentially preserves the semantic bias in the original images



Synthetic Image: Text-to-Image

58.1%

CCYFCC DataComp

potentially preserves the semantic bias in the original images

Semantic discrepancy is a major contributor to dataset bias



Explaining Semantic Bias: Objects

Dining Table

Armchair, Pillow, Cushion…

Chandelier, Armchair, Floor...

ImageNet

LVIS

ADE20K



Dataset Proportions within Object Class

considerable imbalance in object-level distribution across datasets



Dataset Proportions within Object Class

can identify objects that are more balanced across datasets

YFCC: outdoor infrastructures
CC & DataComp: household items, products, and digital graphics



Explaining Semantic Bias: Language

explicit semantic representations



Unsupervised Topic Discovery

YFCC: outdoor scenes
CC & DataComp: digital graphics



LLM Summarization



LLM Summarization

YFCC: outdoor, natural, and human-related scenes

DataComp: static objects and digital graphics with clean backgrounds

CC: blends YFCC’s dynamic scenes and DataComp’s static imagery



Summary

Framework to study the bias in large-scale datasets

Use transformation to quantify bias in each type of information

Decompose semantic bias with object and language analysis

Showcase on YFCC, CC, and DataComp

Paper & Code
boyazeng.github.io/understand_bias
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