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Overestimation of Q-value in offline RL

Experience

D={(s,a,r,s’)}

Behavior 
policy Train learning policy by Q-value

Q(s,a) Target: r+E(Q(s’,a’))

Experience

unknown

Overestimation of Q(s,a) on 
unknown action space



Divergence caused by Q-value overestimation

• Overestimated Q function assume the unknow action correspond to high-
reward actions. Then the learning policy prioritizes these risky actions. The 
accumulate of bootstrap error will lead to a failure.

Experience

Optimal route

Divergence route by learning policy
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Overestimation on OOD region=high uncertainty of estimation

• Pessimistic Q-value function by the Q-value uncertainty

High uncertainty when using out of distribution point

Pessimistic Q-value with 
high uncertainty on 

OOD region



QDQ: estimate Q-value uncertainty directly

• Being too conservative in 
Q-value estimation

• Fail to approach a tight 
lower confidence bound

• Mimic the Q-value of the 
behavior policy

Challenge of estimate Q-value uncertainty 



QDQ: estimate Q-value uncertainty directly

• Behavior policy and learning 
policy share the same 
uncertainty set over actions.

• The core concept revolves 
around learning the 
distribution of the Q-value of 
the behavior policy and 
quantifying uncertainty by 
bootstrap samples.

Distribution learner

Sample Q-value 

Q dataset: 
Q(s,a)

Uncertainty for Q(.|(s,a)): V(Q(.|(s,a)))



QDQ: estimate Q-value uncertainty directly

QDQ: Trajectory-level truncated Q-value



QDQ: estimate Q-value uncertainty directly

QDQ: Learn the distribution of Q-value

Source: The right figure is from Figure 2 of the paper consistency model(https://arxiv.org/abs/2303.01469)

Consistency model



QDQ: estimate Q-value uncertainty directly

QDQ: RL paradigm

Recover Q-value function: uncertainty-aware learning objective.

Improve the learning policy.
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QDQ: Theoretical Analysis

• Convergence of learned Q-value distribution

• Consistency model is suitable for estimating uncertainty



QDQ: Theoretical Analysis

• Convergence of QDQ algorithm
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Experiments

• Gym-MuJoCo tasks.



Experiments

• AntMaze tasks.



Thank you for your attention!


