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Introduction

• Adversarial Attack

• Adversarial attacks are adding imperceptible noise to clean samples for 

misleading Deep Neural Networks(DNNs).
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How to evaluate imperceptibility

x 0 = x1
0 + x2

0 +⋯ + xn
0



Introduction

• Query-based attack in Black box

• A query-based attack approach receives limited information (e.g., 

confidence scores) to generate perturbations in a black-box setting.

Pang, R. Zhang, X. Ji, S. Luo, X. & Wang, T. AdvMind: Inferring Adversary Intent of Black-Box Attacks. In KDD, 2020.
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Learning (RL) models. However, fully training RL is inefficient for

queries. Therefore, we tackle this issue by focusing on reward convergence

in Memory, thereby improving the query efficiency of adversarial example

generation.

• We consider not only adversarial attack scenarios but also real-world

scenarios by simulating the pixel defect issues found in cameras.
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Contributions

• RFPAR: We introduce the Remember and Forget Pixel Attack using

Reinforcement learning, which enhances query efficiency and achieves low

𝑙0.

• Extension task: We extends pixel attacks from image classification to

object detection.

• Resolution Enhancement: RFPAR supports attacks on high-resolution

images(up to 1920x1200).



RFPAR

• RFPAR: Remember and Forget Pixel Attack using Reinforcement learning

  

     

     



Results in Image classification



Results in Objective detection
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