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Introduction to Vision Language Models 

• Vision Language Models 
(VLMs): Emerging multimodal 
systems that combine visual and 
textual data. 
 

• Challenges in Alignment: 
Existing VLMs often treat all text 
tokens equally, ignoring the 
varying relevance of tokens to 
image content 

Motivation for Visual Correlation in Alignment 



Problem Statement: Existing Alignment Strategies 

Limitations in Token Correlation in VLMs 

Irrelevant or contradictory 
tokens can lead to poor 
alignment and degraded 

model performance. 

Different text tokens have 
varying degrees of correlation 

with the image and should 
not be treated equally. 



Proposed Method: Contrastive Alignment (CAL) 

A Novel Token Re-weighting Strategy 

• CAL: A method to prioritize visually 
correlated tokens. 
 

• Process: Re-weighting strategy based on 
prediction logit contrasts, distinguishing 
between visually relevant, irrelevant, and 
contradictory tokens. 
 

• Objective: Enhances alignment with 
minimal computational overhead. 



Experiments and Results 

CAL achieved higher accuracy in OCR and image caption benchmarks. 



Experiments and Results 

CAL achieved cleaner attention map and better text alignment 



Conclusion and Future Directions 

• Summary: CAL enhances image-text alignment by focusing on 
visually correlated tokens. 
 

• Contribution: Helps VLMs concentrate on relevant data, advancing 
multimodal performance. 
 

• Future Work: Further refinement of token-weighting strategies and 
adaptive settings for token bounds. 


