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Background：Human motion understanding and generation have applications in content creation, digital avatars, 
AR/VR, and robotics. The development of generative AI and large language models, along with the availability of 
extensive motion datasets, has made it feasible to train a unified motion comprehension and generation model. 
Such advancements could significantly accelerate progress in game development, VR/AR, digital avatars, and 
robotics.

3D Anime Generation 3D Dance Generation Visual Reality

Digital Avatars Humaniod-Robotics Control Humaniod-Robotics Control
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Problems：
① High cost for collecting and annotating 3D human motion data
② Most existing datasets are collected for single task
③ Most existing methods are designed for single task
④ Datasets from different tasks are not well-utilized across tasks
⑤ A lack of effective synergy between different tasks

Aim: Build a unified multimodal, multitask LLM-based framework for motion comprehension and generation

A woman 
performs a 

knee tuck to 
kick L.

A woman is performing a 
Short Weapon Assault.

<基于音乐的
长时舞蹈生成>

<music+text>

Unify
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Challenges and Solutions for build a unified framework：
① Unified Representation of Different Modalities: For motion/dance sequences and audio, use modality-specific VQ-

VAE for discretization, maintaining a unified representation format consistent with text.
② Collaborative Training of Different Tasks: Introduce two additional tasks, text-to-dance and music-to-text, to achieve 

tri-modal alignment of text-motion/dance-music, enabling effective unification and conversion of data across different 
modalities for each task.

③ Optimization of Motion/Dance Generation: Fully optimize the Motion-Detokenizer, and during LLM training, update 
the discrete representation of motion sequences by optimizing the loss of real motion reconstruction. The updated 
discrete motion encoding is then used to supervise the continuous optimization of the LLM.

Three training stages：

Stage 2: Pre-training LLM
(Multimodal multitask pretraining based on a 

fixed single instruction) 

 Stage 3: Instruction Tuning LLM
(Multimodal multitask fine-tuning based on 

diverse text instructions)

Stage 1: Multimodal tokenizer training
 (Text、Motion/Dance、Music)
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Quantitative  Results (Ablation Study)：

Fixed vs. Re-optimized Motion-Detokenizer; With vs. Without the Introduction of Two Additional 
Collaborative Tasks; Instruction Fine-Tuning vs. No Instruction Fine-Tuning

① Re-Optimizing Motion-Detokenizer can improve the performance of generated motion.
② The two additional tasks (text-to-dance and music-to-text) can help align the data modalities of 

different tasks, thereby improving the model's performance.
③ Instruction Fine-Tuning can help model focus on specific task.
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Quantitative  Results (Comparison with SOTAs)：
Comparison for Text-to-Motion, Motion-to-Text, Motion Prediction and Motion 

In-between on Motion-X dataset
Comparison for Music-to-Dance and Dance-to-Music on AIST++ and 

FineDance dataset

① M3GPT can get competitive performance among different 
motion-related tasks compared to existing SOTAs.

② Pre-training can help improve the performance of each single 
task.

③ M3GPT can get better performance with the increasing of 
LLM size.

Comparison of Text-to-Motion and Motion-to-Text with different size of T5

Comparison of Music-to-Dance and Dance-to-Music with different size of T5
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Qualitative  Results (text-to-motion and music-to-dance)：
person bends over to grab something and acts like they 
are fighting off other people from grabbing the thing.

a person hunches fowrad and swings their 
arms to act like a monkey.

A group of people are doing the Circle In 
Circle Out dance move.
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Qualitative  Results (motion-to-text and dance-to-music)：

 A woman is performing a Short 
Weapon Assault.

The person is doing the Hand 
Ausweichhi.

The person covers their ears with 
their hands while sitting.

a person is sitting and throwing 
their arms around.
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Qualitative  Results (music-text to dance and long-term dance generation)：

 <music>+a person is spinning in circles  <music>+a person performs a figure-eight jump  <music>+a_person does a cartwheel

long-term dance generation-aistpp-sample 0
long-term dance generation-aistpp-sample 1 long-term dance generation-finedance-sample 0
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Qualitative  Results (Comparison with Other Methods)：
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Conclusion：

① We present M3GPT, a unified framework for comprehending and generating motion aligned with both text and 
music modalities.

② We build a multimodal vocabulary, including text tokens, music tokens, and motion/dance tokens.

③ We leverage text as a bridge to connect and synergy different motion-relevant tasks. 

④ We re-optimize the motion-detokenizer to enhance the performance of generated motions. 

⑤ We evaluate our M3GPT in both comprehension and generation tasks, achieving competitive performance. 

⑥ We also assess our M3GPT in music-text conditioned dance generation and long-term dance generation, 
demonstrating strong zero-shot generation abilities.
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