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1.Motivation

 Prompts optimization & Pre-trained CLIP

• Text prompts optimization based methods on

downstream labeled data has proven effective in

improving performance.

➢ accuracy of ImageNet from 68.7 to 69.9 with 80

handcraft prompts.

• CLIP model is pre-trained on highly imbalanced Web-

scale data, it suffers from inherent label bias.

➢ the highest class probability exceeds 0.002,

whereas the lowest is below 0.0005.

class prototype



2.Method

 A label-Free prompt distribution learning

and bias correction framework, dubbed

as Frolic

• We employ Gaussian distributions to model the

varied visual representations of text prototypes and

adaptively fuses these with the original CLIP

through confidence matching.

• We develop a bias estimation mechanism, which

transitions the sampling process from the pre-

training data distribution to a class-conditional

sampling from downstream distribution.



 Label-Free Prompt Distribution Learning：
• Gaussian distribution is effective to model the distribution of the CLIP features , but

require extra labeled training data.

2.Method

zero-shot CLIP



 Prediction Fusion via Adaptive Calibration.：
• Combining the zero-shot predictions with the ones from the learned model can

further improve performance.
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 Correcting Pre-training Label Bias：
• Pre-training datasets typically exhibit a long-tailed concept distribution, leading to

biased performance in zero-shot models

2.Method



 Pipeline of our Frolic & Estimation of β：
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3.Experiments

 Main Results
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 Ablation Study

Original CLIP

Prompt Distribution

Confidence Matching
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4.Contributions

 We enhance zero-shot performance by estimating a distribution over prompt

prototypes to capture the variance in visual appearances. We demonstrate

that this process can be implemented entirely without labels.

 We propose a confidence matching technique that fuses the original CLIP

model with a Gaussian distribution-based model to further enhance zero-shot

performance.

 We develop an unsupervised method to correct pre-training label bias.

Unlike existing methods that require access to pre-training data.
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