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Introduction

Real-world Image Denoising:

• Noise is complex: signal-dependent and spatially correlated. 

• Supervised or self-supervised training require large amounts of (paired) images

Designing effective and data-efficient real-world denoising methods is important!

Photography Fluorescence microscopy Noise Correlation [1]

[1] Lee W, Son S, Lee K M. Ap-bsn: Self-supervised denoising for real-world images via asymmetric pd and blind-spot network. CVPR2022: 17725-17734.



Introduction

Diffusion Priors for Image Restoration

➢ Well developed for linear degradations combined with Gaussian noise

➢ Struggle to handle complex or unknown noise types. e.g., DDRM, DDNM, DPS

Motivation: Injecting i.ni.d. likelihood and Variational Bayes into reverse diffusion process 

• We propose adaptive likelihood estimation and MAP inference based on diffusion priors and variational Bayes to 

address real-world complex noise.

• We explore the local prior exhibited by diffusion models pre-trained with LR images.

Main Contribution

Real-world Noise Model

➢ Can be approximated with a structured multivariate Gaussian (MVG) 

➢ However, MVG has expensive and unknown covariance



Method

Naive Image Denoising

General conditional generation

Unconditional Diffusion General zero-mean noise

Posterior:

Injecting 𝑦0 into 

generation process

Using structured Gaussian to model real-world noise

Key ！

Promising (again the Gaussian form), but 

➢ unknown covariance

➢ computationally expensive with dense covariance

Need methods to handle them!



Method

Variational Denoising with Adaptive Likelihood Estimation

Diagonal precision matrix

Reducing complexity!

Precision priors

Estimating posterior!

New Posterior:

both 𝑥𝑡 and 𝜙𝑡

Variational approximation

Trivial 

distribution

Iteration between:

Updated noise posterior



Method

MAP estimation with updated likelihood

Given updated noise posterior

Updated likelihood

MAP inference to get 

optimal 𝑥𝑡−1
∗ at each step 

Combination between observation and prior



Method

Whole procedure 
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Visual undertanding



Method

Local Diffusion Priors

• Generated textures in HR images from LR diffusion model mainly focus on local areas

• local property of LR diffusion models is similar to traditional TV priors and Markov random fields

Pre-trained LR diffusion prior

For HR noisy images is directly feasible！



Experiments

Real-world denoising

➢ Our method performs best among zero-shot methods

➢ Our approach effectively removes severe noise while preserving image details and textures.



Experiments

Visual results



Experiments

Ablations on adaptive likelihood estimation and local Gaussian convolution 

Noise is adaptively 

estimated



Experiments

Ablations on Local diffusion priors

Application to other non-Gaussian noises

Application to demosaicing

LR diffusion performs

best generally



Thanks！


