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Introduction
n Diffusion Model

Ø A powerful generative model

Ø Generate images through denoising

n Representational Learning
Ø Representation learning is important in discriminative tasks(classification, detection, retrieval, 

segmentation...)

n Contribution
Ø We propose a novel Denoising Model for Representation Learning (DenoiseRep).

Ø We propose a denoising method without additional inference time.

Ø We validate the effectiveness and generalization of our algorithm on multiple datasets and various 

discrimination tasks.
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Methodology
n Joint Feature Extraction and Feature Denoising (DenoiseRep −)

We refer to the diffusion modeling approach to denoise the noisy features through T-steps to obtain 
clean features. The method of adding denoising process after backbone is called DenoiseRep −.

Training Loss Inference
Too much inference cost
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Methodology
n Fuse Feature Extraction and Feature Denoising (DenoiseRep)

We propose a novel Denoising Model for Representation Learning (DenoiseRep) that adds denoising 
layers to each embedding layer in the backbone network and fuses the parameters of the denoising layers 
into the parameters of the corresponding embedding layers and theoretically demonstrates their equivalence.

How to fuse feature extraction and feature denoising？

DDPM: Feature extraction:
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Methodology

• In training: We freeze the original network parameters, train only the denoising layer parameters, 
and input the diffusion features into DenoiseRep for prediction.

• In inference: We merge the parameters of the feature layer and the denoising layer, merging the 
two branches into one without additional inference time.

n Pipeline of our proposed DenoiseRep

Training loss:
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Experiments
n Analysis of Generalization Ability

Our proposed DenoiseRep is a versatile method that can be incrementally applied to various discriminative tasks. 
The table demonstrates that DenoiseRep yields stable and substantial improvements across image classification, 
object detection, image segmentation, and person re-identification. 
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Experiments
n Analysis of Generalization Ability

Classification

Person-ReID

Detection
Segmentation
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Experiments
n Analysis of Label Informations

• As shown in the table line2, compared with baseline method (line1), the baseline method performs 
better after adding our label-free method.

• Introducing supervised training label information can further improve performance.

• Since our method can perform unsupervised feature denoising, adding more data to train the 
model can further improve its performance.
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Experiments
n Analysis of Parameter Fusion

• The proposed DenoiseRep is computation-free. We proved by theoretical derivation that inserting our denoising 
layer into each feature layer and fusion it does not introduce additional computation. 

• Adding DenoiseRep − is able to improve the the performance but brings extra inference latency (about 15%).

• Adopting DenoiseRep achieves a greater increase, it denoise the features on each layer, which can better remove 
noise at each stage. And DenoiseRep does not take extra inference latency cost.
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Conclusion

• In this work, we demonstrate that the diffusion model paradigm is effective for 
feature level denoising in discriminative model, and propose a computation-free and 
label-free method: DenoiseRep. 

• It utilizes the denoising ability of diffusion models to denoise the features in the 
feature extraction layer, and fuses the parameters of the denoising layer and the 
feature extraction layer, further improving retrieval accuracy without incurring 
additional computational costs. 

• We validate the effectiveness of the DenoiseRep method on multiple common 
image discrimination task datasets.
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