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Learning Lab

1. Video Diffusion Prior: Finetune an view-consistency video diffusion model for enhancing novel view synthesis
2. Spatial-Temporal Decoder: Boost the and mitigate the VAE degradation
3. Confidence-aware: Reduce the impact of non-photorealistic and inconsistent regions generated by diffusion models.
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Motivation and Key Hypothesis
Problem: Sparse-view 3D reconstructions often 
result in significant artifacts and 
inconsistencies.

Hypothesis: Multi-view Consistency in 3D 
space can be learned as Temporal Consistency 
in 2D space. 

Solution: Fine-tune a multi-view consistent 
video diffusion model using 3D reconstruction 
data to enhance unbounded 3D Gaussian 
splatting (3DGS)

Experiments

Method

We achieved SOTA performance on both in-domain and out-of-domain data.
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