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Mutual information (MI)

• The MI is used in information theory, statistics, representation learning and
biology. It measures the amount of information obtained about 𝑋 from the
observation of 𝑌

• Estimating the MI is challenging as we typically do not have access to
𝑝𝑋𝑌(𝒙, 𝒚), 𝑝𝑋(𝒙) and 𝑝𝑌(𝒚)

• We can use a discriminative approach to compute only the density-ratio

joint

marginals



Related work

• Discriminative approaches maximize a variational lower bound (VLB) of the
MI:

o MINE uses the Donsker-Varadhan dual representation of the KL divergence

o NWJ exploits a different VLB of the KL (based on 𝑓-divergence)

o SMILE clips the partition term to reduce the high-variance estimate in MINE



Open problems

1. Current neural MI estimators are limited to the VLB of the KL divergence

2. They tend to produce high-variance estimate due to the presence of the
partition term

3. It is difficult to correctly estimate large MI values

4. Discriminative approaches require samples from the product of marginals



Contributions

1. We use the VLB of the 𝑓-divergence to derive an objective function whose
maximization leads to a new class of discriminative MI estimators (𝒇-DIME)

2. The new MI estimators do not need the evaluation of the partition term,
exhibiting an excellent bias-variance trade-off

3. We devise three instantiations which show great performance even for
large MI values

4. We prove that permutations lead to upper-bounded estimators and
propose a new training sampling strategy based on data derangements



𝑓-DIME

• The objective function reads as 

and

• Extracting the density-ratio, we obtain a new class of MI estimators 

where 𝑓∗ is the Fenchel conjugate of a convex function 𝑓 and 𝜎(∙) is a function such that



• KL-DIME:

• GAN-DIME:

• HD-DIME:

𝑓-DIME instantiations



Derangements

• Practically, 𝜎(∙) is implemented via data derangements to avoid upper
bounded MI estimates

a) Derangement strategy b) Permutation strategy

*https://apieceofthepi.substack.com/p/derangements-and-the-number-e

*



Results – Gaussian scenario

• Staircase comparison for 𝑑 = 5 and batch size 𝑁 = 64
– Top: Gaussian; bottom: cubic



Results – Non-Gaussian scenario

• Staircase comparison for 𝑑 = 5 and batch size 𝑁 = 64
– Top: Half-cube scenario; middle: asinh scenario; bottom: Swiss roll scenario as 

suggested in¹
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