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Backgrounds

 Teaching recognized as a pervasive mechanism for disseminating knowledge within human society,

has found extensive application in contemporary deep learning methodologies.

 It serves as a cornerstone for various techniques such as knowledge distillation, data distillation,

model compression, and machine teaching, facilitating optimal training control.

 Recent investigations into pedagogy have illuminated the integration of large language models and

multi-agent systems into educational frameworks.

 Interactive teaching methods like co-teaching update parameters by

reducing high loss values in the landscape.

 By actively involving two teachers, models in interactive framework

learn from each other’s strengths through a collaborative filtering

mechanism and focus on minimizing loss examples.

Interactive teaching’s understanding



Introduction

Figure1: Interactive teaching, Sharpness Reduction Interactive 

Teaching (SRIT), the plane in the figure represents the loss 

landscape, which gradually becomes flat during the iterative 

optimization process due to the receipt of flat gradient 

information cues from each other.

 The underlying optimization principles and convergence of interactive teaching lack theoretical

analysis, and co-teaching serves as a notable prototype in this regard.

 In this paper, we discuss its role as a reduction of the larger loss landscape derived from Sharpness-

Aware Minimization (SAM).

 Then, we classify it as an iterative parameter estimation process using Expectation-Maximization.

The convergence of this typical interactive teaching is achieved by continuously optimizing a

variational lower bound on the log marginal likelihood.

 To further enhance interactive teaching's performance, we

incorporate SAM's strong generalization information into

interactive teaching, referred as Sharpness Reduction

Interactive Teaching (SRIT). This integration can be viewed as

a novel sequential optimization process.

 We validate the performance of our approach through

multiple experiments.

Our optimization



Theoretical Analysis

 Our core assumption is that the cleanliness of the data distribution serves as a latent variable, as it

remains unknown within the training dataset.

 Based on this assumption, the interactive teaching process can be effectively exemplified as a unique

type of parameter iteration within the EM framework.

 This perspective provides a probabilistic modeling-based explanation for the iteration and

convergence of interactive teaching, such as co-teaching.

The EM process



Solutions

 Since the convergence of the EM algorithm guarantees only local optima, while SAM can flatten

the loss landscape and effectively alleviate local optima, favoring global optima, we incorporate SAM

into the interactive teaching process, which referred as Sharpness Reduction Interactive Teaching

(SRIT).

The Key steps



Algorithm & Experiments



Thank you!
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