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Why Offline Meta-RL (OMRL)?
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• Task Representation Learning in COMRL

• Context-Based Offline Meta-RL (COMRL)
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Pre-existing Milestones

• FOCAL1

• CORRO2

• CSRO3

1. Lanqing Li, Rui Yang, and Dijun Luo. Focal: Efficient fully-offline meta-reinforcement learning via distance metric learning and behavior regularization. ICLR 2021.
2. Haoqi Yuan and Zongqing Lu. Robust task representations for offline meta-reinforcement learning via contrastive learning. ICML 2022.
3. Yunkai Gao, et al. Context shift reduction for offline meta-reinforcement learning. NeurIPS 2023.
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Challenges

Context shift of COMRL. Since the offline training data are static, the agent could 
encounter severe context shift in state-action distribution (left) or task distribution 
(right) at test time.
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Decomposition of Input Data by Causality
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The Central Theorem – An Information Theoretic Perspective
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• Supervised UNICORN

• Self-Supervised UNICORN

The Central Theorem offers ample implementation choices for               . This paper investigates 
2 examples:
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Higher IID Performance

Higher Behavior-OOD Generalization Performance

Baseline Comparisons with IID/OOD Context Shift
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Unanimous SoTA Performance on Random, Medium and 
Expert Data

On Datasets of Varying Qualities
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Model-Agnostic (MLP → Decision Transformer1-3)

Experiments

UNICORN is plug-and-play and transferrable
across varying architectures

1. Chen, Lili, et al. "Decision transformer: Reinforcement learning via sequence modeling." NeurIPS 2021.
2. Michael Janner, Qiyang Li, and Sergey Levine. Offline reinforcement learning as one big sequence modeling problem. NeurIPS 2021.
3. Xu, Mengdi, et al. "Prompting decision transformer for few-shot policy generalization.” ICML 2022.
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More Challenging Task-OOD Tests
—— Meta-Model-Enabled Model-Based RL 

Meta-Model enables task-OOD (domain) generalization  

Experiments
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Thank you for listening!

ArXiv Code

For more technical details, please refer to our paper:
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