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Reference Trustable Decoding
A Novel Training-Free Augmentation Paradigm 

for Large Language Models



Slide 2

CONTENTS

 Reference Trustable Decoding
 Motivation
 Methodology
 Experiments
 Conclusions

https://neurips.cc/virtual/2024/poster/95245



Slide 3

• Model Augmentation: In Context Learning and Finetune

Motivation

• In Context Learning: Use examples with standard/true/golden output as 
context to guide LLMs.

Pro: Forward only 

-> Low hardware requirements

Con: Long context

-> Expensive inference 

-> Long-term extra cost

LLM

Example #1

Example #2

Example #3

Context
(KV Cache) Question
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• Model Augmentation: In Context Learning and Finetune

Motivation

• Finetune: Tuning LLMs with examples.

Pro: Short context 

-> Efficient inference

Con: Back-propagation 

-> Hardware demanding

-> More FLOPS
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• Model Augmentation: In Context Learning and Finetune

Motivation

• A Balanced Solution?
 Train the model at the cost of inference.
 Inference with negligible extra cost.
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• Training Cost Analysis

Methodology

• Major memory occupation for PEFT are Activation States. 
(Up to 10𝑀𝑀𝑀𝑀 per token for ‘qkvo-udg’ LoRA)

• Activation states are related with back-propagation.
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• Training Target

Methodology

• Avoid deep back propagation

• Without back propagation, we can hardly transfer information back into 
earlier layers.

• The focus is on LM Head, or how to map last hidden states into final output.

Tokens

𝑐𝑐: {𝑡𝑡1𝑡𝑡2 ⋯ 𝑡𝑡𝑛𝑛}

First hid. states

ℎ(0)

Last hid. states

ℎ(𝑙𝑙)

Next token

𝑡𝑡𝑛𝑛+1

ℒℳ �Embedding LM Head Loss
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• Datastore Generation

Methodology

• Generate a reference datastore directly from pairing last hidden states with 
their corresponding token. However, LM Head can be large and cause major 
memory impact when training, so we build a bypass with the datastore.

RTD
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Keys
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Inputs
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Cut
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• Inference with Datastore

Methodology

• When inference, we retrieve key-value pairs from our datastore that match 
current last hidden state best. 

• Then use the similarity score and value to modify our output. 

Distance

Sort

Top 𝐾𝐾

Last hid. 
states
ℎ(𝑙𝑙)

Reference
𝑘𝑘1𝑣𝑣1
𝑘𝑘2𝑣𝑣2
𝑘𝑘3𝑣𝑣3
……
𝑘𝑘𝑠𝑠ℒ𝑣𝑣𝑠𝑠ℒ

Fetch NormalizationTop𝐾𝐾
distances

𝑣𝑣𝑜𝑜1
𝑣𝑣𝑜𝑜2
𝑣𝑣𝑜𝑜3
…
𝑣𝑣𝑜𝑜𝐾𝐾

𝑑𝑑𝑜𝑜1
′

𝑑𝑑𝑜𝑜2
′

𝑑𝑑𝑜𝑜3
′

𝑑𝑑𝑜𝑜𝐾𝐾
′
…

𝑇𝑇
Temperature

Scale

Softmax

Distribution

𝑣𝑣𝑜𝑜1
𝑣𝑣𝑜𝑜2
𝑣𝑣𝑜𝑜3
…

𝑣𝑣𝑜𝑜𝐾𝐾

𝑑𝑑1

𝑑𝑑2

𝑑𝑑3

𝑑𝑑𝐾𝐾

…

𝑟𝑟𝑖𝑖 = �
𝑣𝑣𝑜𝑜𝑗𝑗=𝑦𝑦𝑖𝑖

𝑑𝑑𝑗𝑗

Aggregation Distribution

𝑟𝑟0

𝑟𝑟1

𝑟𝑟2

𝑟𝑟|𝒴𝒴|

…



Slide 10

• One More Modification

Methodology

• To use the whole last hidden state for one distribution is a bit of a waste. 
• Inspired by Multi-Head mechanism in attention, we slice last hidden state by 

channel then do multiple smaller retrieve.
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Experiments
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Experiments
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• Conclusions

Conclusions

• We introduce Reference Trustable Decoding, a novel training-free method 
designed to augment Large Language Models in downstream tasks, that 
provides a new balance between efficiency and capability.

• RTD refines the output distribution by leveraging references retrieved from 
a specially curated datastore, as a bypass of conventional LM Head.

• Our experimental results demonstrate RTD achieved superior performance 
while maintaining minimal extra cost on both training and inference stage. 
This highlights the effectiveness of RTD across a diverse range of scenarios, 
underscoring its potential as a robust solution for enhancing language model 
capabilities in downstream tasks.
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Thank you !
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