
Generate Universal Adversarial Perturbations 
for Few-Shot Learning

Yiman Hu , YixiongZou, RuixuanLi and Yuhua Li

School of Computer Science and Technology, Huazhong University of Science and Technology

{imane, yixiongz, rxli, idcliyuhua}@hust.edu.cn



Adversarial Attacks on Few-Shot Tasks

 Setting

◼ Few-shot learning

◼ Adversarial attacks

 Task

◼ Attacking the downstream few-shot tasks without foreseeing them

 Key

◼ Generalize the attack ability to downstream tasks
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Challenges

 Task Shift and Semantic Shift

◼ The two shifts existed in few-shot learning

 Contribution

◼ Analyze the presence and impact of the two shifts

◼ Build an attack framework and gradually fill up the two shifts to 

improve attack performance

◼ Propose a new standard for studying UAP in FSL scenarios, 

significantly advancing state-of-the-art methods.
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Preliminaries

 Threat Model

◼ An attacker aims to create a Universal Adversarial Perturbation 

(UAP) to attack a pre-trained model and degrade the performance 

of downstream few-shot tasks.

◼ The attacker can not achieve the pre-training and downstream 

data

 Generate a UAP

◼ Train the generator 𝑔𝜃
𝐿 = −𝐻(𝑓 𝑥 + 𝑔𝜃 𝑧 , 𝑦)

◼ Apply the perturbation

𝑥𝑎𝑑𝑣 = 𝑥 + 𝑔𝜃 𝑧 𝑠. 𝑡. 𝑔𝜃(𝑧) 𝑝 ≤ 𝜖
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Analysis of the Challenges

 Existence

◼ The Attack Success Rate (ASR) decreases when downstream tasks 

differ from pre-training tasks

◼ The Attack Success Rate (ASR) decreases when downstream datasets 

differ from pre-training datasets

 Impact

◼ The two shifts hinder the attack's transferability
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Few-Shot Attacking FrameWork

 Fill up the task shift

◼ Align the upstream and downstream tasks during the generation of the 

UAP
 Sample 5-way 1-shot tasks on the proxy dataset

 Generate the UAP based on the proxy tasks

 Fill up the semantic shift

◼ Leverage the encoder’s generalizability to better transfer 
 Abandon the linear classifier to avoid the influence of the proxy dataset’s supervision

 Construct proxy prototypes to maximize the use of the encoder
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Experiments

 State-of-the-art performance

 Ablation studies on different shapes of proxy tasks
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