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Background: Panchromatic and Multispectral Image Fusion (Pansharpening)
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Motivation
Subspace Decomposition
DDPM-based methods: X — D X C
« Existing DDPM-based methods have not yet ﬁ Projection ﬁ
designed models specifically for the discriminative Self-attention Mechanism
features required in the pansharpening task.
X| = E|[ Kf X |V
Ll
f(Q K)
Our method:

» To alleviate these problems, we propose SSDiff, which transforms the problem of solving HrMSI into a fusion problem of
spatial and spectral components. Significantly, we give an illustration of linear algebra to remove the gap between
subspace decomposition and the self-attention mechanism. The SSDiff utilizes vector projection to discriminatively
capture global spatial information and spectral features in spatial and spectral branches. By introducing subspace
decomposition, we can further illustrate and generalize the vector projection to the matrix form.
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Methodology: Alternating Projection Fusion Method (APFM)

Lemma 1 ([Strang, 2022]). Assuming that the existing two
arbitrary vectors a € domU € R" and b € domG € R",
then Pb = \a = p, we have the following formula:

T Spatial Domain G
p=—b. (1)

a‘a
where P is a projection matrix, A denotes the scaling factor,
and p is the vector in the same domain as a.

Proof. For any two vectors a and b, there exists a vector e =
p — b such that e is orthogonal to a. We have the following

equation:
al’e=a’(p—b)=a’(da—b) =0, (2)
thus, we have
a’b
A= (3)
ala
Taking Eq. (3} into Pb = \a = p, we have the conclusion: Spectral Domain U
_Pb_ar— 22 p
p=Pb=a\=_7-b @
[
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Methodology: Alternating Projection Fusion Method (APFM)

. Kt
Attention(Q, K,V) = softmaa:(Q W« ettt N \
v dg |—-H>i Spatial projection |
. : E Softmax THTE TT-l_
Proof. According to Lemma 1, we can generalize the self- Fio Dﬁ,i VA

attention mechanism [Vaswani et al., 2017], where Q and

I
I
I
I
K are the features from domU, and V is the feature from : E :[]_..
i Fspe

1 s
domG, respectively. Thus, we have the following form: T i
Dﬂ: Snftm&x(:—b_l_ﬂ)TI ;
K" 4 X W) APFM
Softmax( Q = g, V= () S oo i O e GO >
vV dk ala

Theorem 1 Assuming that Fsp, € RT*XWXS and F,,. € REXWXS from the spatial and spectral
branches, they can be alternatively projected as follows:

] 1 TT T T
T*P* = Softmax T!, T*P¢ = Softmax il By ) (6)
pimar (22 ) fmar | 2L | 1
oW
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Methodology

LoRA-like Branch-wise Alternative Fine-tuning (L-BAF)

Spectral branch fine-tuning
P ™ & !
Spectral branch Spatial branch

—— —— — —— — — — —— —— — — —— —— —— — — — — — — i — — —

Spatial branch fine-tuning

I [

| & ~ ~ |

[ Spectral branch Spatial branch :

I

: , , | : « The L-BAF method alternately fine-tunes the
' i ! ' i .

1| B72 M Teqai Tagi W\ Zahts R spatial and spectral branches based on APFM.

: . oy . A
8 EFrnzen | ETrainable
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Methodology

Training Stage of SSDiff Model:

« The detailed training process of SSDiff can be found in Algorithm 1:

Algorithm 1: Training stage of the proposed method.

Data: GT image x, diffusion model x4 with its parameters ¢, spectral and spatial branch
parameter 0y, 0spq, respectively, condition cond, timestep t, and denoised objective Xy.
Result: Optimized diffusion model xj.
1 cond + PAN,LrMSI, x;:

2 while until convergence do

3 t + Uniform(0,7); e ~ N (0, I);

4 Xt + ai(xg — LtMSI) + /1 — aze; Xp + Xg(x¢, cond) + LrMSI;
5 if iteration > 150k then

6 | fine-tune Ospe or Ospa; // L-BAF

7 end

8 0 vﬁ*ﬁsimpfﬁ(iﬂgxﬂ)-

9 end
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Methodology

The detailed flowchart of our proposed method:

: (&) Subtraction @ Addition ©)concat |
|
(N Spectral Branch g ) : (9 Multiplication D E:)I:;Connected D Reshape I
[
LrMSI D D—» : [ APFM || Resnet Block [] Fvim :
T 4x -ﬂ 1 D Down-sampling D Conv UUp-sampIing |
I

I Xo | = Spectral Flow  — Spatial Flow || mLP :
: : - PRy ity s il pn allea leg o aii usigh
i t I T g e \ 3
[j E] g C] | Nllsmgl Sratial projection i |
I | ry e |
I H l H | -E I @ T, i Softmax(TﬂTb )TCT I |
HrMSI : . : i Fspa g VS | |

I ! 1 [ i e,
N : | @ T, i G : Q.DDD_’ fus I

=48 Spectral projection g T
PAN o [T > I == : |
| = T i Softmax TET?; T |
-Fspe —dPH V(S o :
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Quantitative comparison: WorldView-3 and GaoFen-2
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Method Reduced resolution Full resolution

SAM(=+ std) ERGAS(£sid) Q2"(% std) SCC(+ sud) D, (£ std) D (£ std) HOQNR( = std)
BDSD-PC [31] 54675+1.7185 4.6549+1.4667 0.8117+0.1063 0.9049+0.0419 |0.0625+0.0235 0.0730+£0.0356 0.8698+0.0531
MTFE-GLP-FS [33] |5.3233£1.6548 4.6452+1.4441 0.8177+0.1014 0.898440.0466 |0.0206+0.0082 0.0630+0.0284 0.9180+0.0346
BT-H (1] 4.8985£1.3028 4.5150+£1.3315 0.818210.1019 0.924040.0243 [0.057440.0232 0.081040.0374 0.8670L0.0540
PNN (201 3.67984+0.7625 2.68194+0.6475 0.8929+0.0923 0.9761+0.0075 |0.0213+0.0080 0.0428+0.0147 0.9369+0.0212
DiCNN [i2] 3.592940.7623 2.673310.6627 0.9004+0.0871 0.9763+£0.0072 |0.03620.0111 0.046240.0175 0.91951+0.0258
MSDCNN 3.77734+0.8032 2.7608+0.6884 (0.8900+0.0900 0.9741+0.0076 | 0.0230£0.0091 0.0467+£0.0199 0.9316+0.0271
FusionNet [5] 3.325240.6978 2.466610.6446 0.904410.0904 0.9807+0.0069 |0.02390.0090 0.0364+0.0137 0.94061+0.0197
CTINN [4£] 3.25234+0.6436 2.393630.5194 0.9056+0.0840 0.9826+0.0046 |0.05500.0288 0.0679+0.0312 0.8815+0.0488
LAGConv [13] 3.10424+0.5585 2.29994+0.6128 0.9098+0.0907 0.9838+0.0068 |0.0368+0.0148 0.0418+0.0152 0.9230+0.0247
MMNet [H9] 3.08444+0.6398 2.34284+0.6260 0.9155+0.0855 0.9829+0.0056 |0.0540+£0.0232 0.03360.0115 0.91434+0.0281
DCFNet |39] 3.026440.7397 2.15884+0.4563 0.9051+0.0881 0.9861+0.0038 |0.07810.0812 0.0508+0.0342 0.8771+0.1005
PanDiff [21] 3.29684+0.6010 2.46671+0.5837 0.8980+0.0880 0.9800+£0.0063 |0.02734£0.0123 0.054240.0264 0.92031+0.0360
SSDiff {ours) 2.8429+0.5284 2.1059+0.4560 0.91563-0.0841 0.986710.0038 | 0.01321-0.0049 0.0307+0.0029 0.9565+0.0057
BDSD-PC [31] 1.7110+£0.3210 1.7025+0.4056 0.99324+0.0308 0.9448+0.0166 |0.0759+0.0301 0.1548+0.0280 0.7812+0.0409
MTE-GLP-FS [33] | 1.6757+0.3457 1.6023+0.3545 0.89144-0.0256 0.93904-0.0197 |0.03360.0129 0.140440.0277 0.830940.0334
BT-H [1] 1.6810+0.3168 1.552440.3642 0.9089+0.0292 0.9508+0.0150 |0.0602+£0.0252 0.13134+0.0193 0.8165+0.0305
PNN 1.0477+£0.2264 1.05724£0.2355 0.960410.0100 0.977240.0054 |0.036710.0291 0.094340.0224 0.872610.0373
DiCNN [12] 1.0525+0.2310 1.0812+0.2510 0.959440.0101 0.9771+0.0058 [0.04134+0.0128 0.09924+0.0131 0.8636+0.0165
MSDCNN 1.047210.2210 1.041340.2309 0.9612+0.0108 0.9782-+0.0050 |0.0269+0.0131 0.0730+0.0093 0.90200.0128
FusionNet [[5] 0.9735+£0.2117 0.9878+0.2222 0.9641+0.0093 0.9806+0.0049 | 0.0400+0.0126 0.1013+0.0134 0.8628+0.0184
CTINN 0.8251+0.1386 0.6995+0.1068 0.97724+0.0117 0.98034+0.0015 |0.058640.0260 0.10964+0.0149 0.8381+0.0237
LAGConv [13] 0.7859+0.1478 0.6869+0.1125 0.9804+0.0085 0.99064+0.0019 [0.03244+0.0130 0.07924+0.0136 0.8910+0.0204
MMNet 0.9929+0.1411 0.8117+0.1185 0.9690+0.0204 0.98594+0.0024 |0.042840.0300 0.1033+0.0129 0.8583+0.0269
DCFNet [39] 0.88960.1577 0.80614+0.1369 0.972710.0100 0.985340.0024 [0.023440.0116 0.06591+0.0096 0.9122+0.0119
PanDiff [21] 0.8881+0.1197 0.7461+0.1032 0.9792+0.0097 0.98874+0.0020 |0.0265+0.0195 0.0729+0.0103 0.9025+0.0209
SSDiff (ours) 0.66940.1244 0.6038L0.1080 0.9836+0.0074 0.9915+0.0017 | 0.01640.0093 0.0267+0.0071 0.9573-+0.0100
Ideal value | 0 0 1 1 0 0 1
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Qualitative comparison: WorldView-3 and GaoFen-2 reduced resolution
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Qualitative comparison: GaoFen-2 full resolution
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Thanks for your attention !

: School of Mathematical Sciences, |
. University of Electronic Science and Technology i
: of China (UESTC) |
| Code: https://github.com/Z-ypnos/SSdiff main i
| Datasets: https://github.com/liangjiandeng/PanCollection !

SSDiff 13

Yu Zhong (UESTC)




