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Motivations

MBRL has demonstrated stunning Sample Efficiency in:

⚫ Continuous and Discrete Action Space

⚫ Proprioception and Pixel Observation

⚫ Simulator, Game, and Robots in Real-World

(Micheli et al, 2023) (Hansen et al, 2023) (Wu et al, 2022)



Motivations

MBRL works so well, but what must we give it return?

Extra Computations, Memory, and Training Time

MBRL Method                                                                                                                             Wall-clock Time Hardware Requirement

SimPLE [KBM+'2019] 5 days 1 x P100

EfficientZero [YLK+'2021] 7 hours 4 x RTX3090

IRIS [MAF+'2023] 7 days 1 x A100

TWM [RHU+'2023] 10 hours 1 x A100

DreamerV3 [HPB+'2023] 12 hours 1 x V100

STORM [ZWS+'2023] 9.3 hours 1 x RTX3090

Training overhead in Atari100K benchmark (roughly 2 hours of gameplay)



Motivations

How can we overcome these challenges in MBRL?

Let’s take a glimpse at the challengers of Transformers in LLM domain

Key idea: Parallel Training and Recurrent Inference

Key technology: Parallel Scan

(Gu et al, 2023) (Sun et al, 2023) (Peng et al, 2023)



PaMoRL

We propose Parallelized Model-based RL framework

Apply parallel scan for both World Model Learning & Policy Learning



Parallel World Model

We employ the modified Linear Attention in our world model

Token mixing module

Data-dependent decay rate 

(i.e. forget gate)

Kernel function in Linear Attention

Post-Norm



Parallel World Model

More expressiveMinimum complexity



Parallelized Eligibility Trace Estimation

We notice that the computation of Eligibility Trace Estimations 

can also be speeded up by using parallel scan

TD-λ:

Eligibility Trace: 



Results

PaMoRL achieves MBRL-level sample efficiency, 

and MFRL-level computational efficiency



Results



Results

Significant speed-ups with acceptable extra memory overheads



Results

RMSNorm, Token Mixing, and Data-dependent Decay Rate matters



Results

BatchNorm Trick is crucial for extracting the details of pixel observations



Thanks!
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https://github.com/Wongziseoi/PaMoRL
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